APPENDIX

SOFTWARE INSTRUCTIONS

A.1 INTRODUCTION

This Appendix is devoted to give some information about the software provided with this book. As some topics related with software use are recurrent, they are discussed only the first time they are met and simply recalled when needed. Accordingly, the reader is suggested to read this appendix starting from the beginning even if he/she is interested in software pertaining to next chapters.

A.2 CHAPTER 1
The Microsoft Excel file provided (Chapter 1 software.xls) is aimed to underline the difference arising from straight line data fitting according to normal procedure or according to robust fitting. At this purpose, it is worth mentioning that normal fitting procedure (see paragraph 1.3.1) assumes that only the dependent variable y can be affected by experimental errors while the independent variable x is error free. Accordingly, chi-square 2 expression becomes:
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On the contrary, robust fitting assumes that both x and y can be affected by experimental errors so that 2 can be redefined as (see paragraph 1.3.3):
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where di and 
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 are, respectively, the distance between the experimental point (xi, yi) and the straight line y = mx + q and the experimental point variance.
Chapter 1 software.xls columns B12-B21 contains hypothetical x values while column C11-C21 reports y values. If cell C10 is set = 1, the not dispersed y values (column I27-I36) are considered while, if C10 is set = 2, the dispersed y values (column J27-J36) are considered. Red colour identifies the normal fitting straight line (model fitting parameters m and q in cells E8 and E9, respectively), while blue colour identifies the robust fitting straight line (model fitting parameters m and q in cells J8 and J9, respectively). In order to execute normal fitting approach, select TOOLS from the upper Tools bar. Then, select SOLVER, set the target cell (F22 in this case) equal to zero, by changing cells (E8 – E9) and finally press SOLVE. The Microsoft internal procedure, after some iteration, will ask you to save the results coming from data fitting: click yes. Data fitting is complete! Now repeat the same procedure for the robust fitting case where target cell is J22 and changing cells are J8 and J9. The reader will easily see that in the case of not dispersed y values, both approach lead to same results (practically equal m and q values). On the contrary, some differences arise in the case of dispersed y values. By changing input data (x (cells B12-B21); y (cells C12-C21); y (cells D12-D21); x (cells H12-H21)) it is possible to see that these two approaches more and more differ as y values scattering increases.
A.3 CHAPTER 4

The executable file Chapter 4 software.exe solves eq.(4.188) on the bi-dimensional net represented in figure 4.16 assuming sink conditions, absence of stagnant layer interposed between the net and the release environment, constant drug diffusion coefficient (Dd0) and uniform initial drug concentration (C0) in the rectangle –rm < Y < rm and 0 < X < hc. In order to properly work, Chapter 4 software.exe needs the following input (contained in file Input Rete.txt): Fi (Net void fraction), Nf (holes number), Ny0 (grid points Y), Nx0 (grid points X), 2rm (cylinder diameter, cm), hc (cylinder height, cm), Dd0 (diffusion coefficient, cm2/s), t(time, s) and Nrilev (sampling frequency). For the sake of generality, C0 is assumed unitary, this meaning that the program works with a dimensionless initial concentration.

Once Fi, Nf and Ny0 are defined, the program checks whether the scheme depicted in figure 4.16 can be realised. Indeed, if Ny0 is too small, it is impossible having the fixed net void fraction with the specified holes number as less than two grid points would represent each hole. Consequently, the program invites the reader to stop program execution (Ctrl + C) and restart increasing Ny0.
Once this step has been concluded, the program automatically calculates the time integration step t according to:
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(A.3.1)

Then, it calculates the numbers Ntot of time steps required to simulate the fixed time interval (namely, t) and informs the reader about this value. Accordingly, the reader can know in advance whether simulation will take a long time or not.

Program output consists in two files: file 1, containing the released dimensionless mass (Mt) versus time (s), and file 2 containing the dimensionless surface concentration. In order to avoid an unnecessary long file 1, fixing Nrilev (( 1) the reader asks the program storing Mt value every Nrilev time steps t. Again, in order to avoid a too large file, file 2 contains all the grid points in the Y direction and only 11 grid point in the X direction (please note that file 2 prints a surface concentration that is specular to that reported in figure 4.16).
In order to properly work, Chapter 4 software.exe needs that input file Input Rete.txt lies in its same folder. Automatically, file 1.txt and file 2.txt will be generated in the same folder.
To make Chapter 4 software.exe working, it is sufficient double clicking on file icon. Then it will ask for “File name missing or blank – please enter file name. UNIT 1” (please write Input Rete.txt; enter), “File name missing or blank – please enter file name. UNIT 2” (please write OMt.txt; enter) and finally “File name missing or blank – please enter file name. UNIT 3” (please write OC.txt; enter). Obviously, the names of the three files can be modified upon occurrence. OMt.txt and OC.txt are automatically updated after every new run provided that they are not open when the new run starts.
A.4 CHAPTER 5

The Microsoft Excel file Chapter 5 software.xls deals with drug partitioning between an aqueous and oil phase. In particular, it allows the comparison between the traditional approach (eq.(5.138)) and the more sophisticated one (eqs.(5.142)-(5.145)) devoted to describe partitioning also for scarcely soluble drugs in one or both the environments (water and oil). If this file is used to perform a mere comparison between the models, the reader is simply asked to modify input data (cells B5 – B11) and fitting parameters (partitioning rate constants: eq.(5.138), cells B22-B23; eqs.(5.142)-(5.145), cells C22-C23) to see the effects on the two charts. The reader should note that when both water and oil solubility exceeds 400-500 g/cm3, models predictions, practically, coincide.
If this file is used to calculate the partition rate constant kow, kwo (and, consequently the drug partition coefficient P or Log10(P)) the reader is requested to insert experimental data in the columns starting with cells A35 (time), D35 (concentration) and E35 (standard deviation). On the basis of the number of experimental points, the 2 values competing to the two models (cell B31, eqs.(5.138); cell C31 eqs.(5.142)-(5.145)) must be correctly computed. This means, for example, that if we are dealing with 10 experimental points, the summation in cells B31 and C31 must span from row 35 to row 44. Then, the usual fitting procedure, described in paragraph A.2, can be performed for each model (eq.(5.138): target cell = B31, changing cells B22, B23; eq.(5.142)-(5.145): target cell = C31, changing cells C22, C23.). The reader will surely realise that both models have been inserted in the file as User defined functions that can be viewed and edited selecting TOOLS from the upper Tools bar. Then, sequential selection of MACRO and VISUAL BASIC EDITOR allows seeing a composed window showing, in the upper left corner, a frame reporting the sheets and modules (they represent the user defined function) related to the excel file we are dealing with. In particular, Modulo 1 (containing eq.(5.138)) and Modulo 2 (containing eqs.(5.142)-(5.145))) codes can be viewed by simply double clicking on Modulo 1 or Modulo 2 icons.
A.5 CHAPTER 7

The executable file Chapter 7 software.exe deals with the solution of Fick second law in the case of drug release from an ensemble of poly-disperse, not erodable and not swellable particles (see paragraph 7.3.7). This executable file, essentially, works as that described in paragraph A.3. Accordingly, while the input file (PolyIN.txt) must be in the same folder of the executable file, the two output files, PolyOM.txt and PolyOC.txt, are generated in the same folder. In particular, PolyOM.txt (output file 1) reports drug concentration Cr (g/cm3) and amount Ar (g) of drug re-crystallised in the release environment (Ar is > 0 only if drug solubility Csmcb in the release environment is exceeded) versus time (t(s)). Output file 2 (PolyOC.txt) shows the drug profile concentration of dissolved drug (Cd(g/cm3)), amorphous drug (Ca(g/cm3)), micro-crystalline drug (Cmc(g/cm3)) and nano-crystalline drug (Cnc(g/cm3)) for each particles class. The first two file columns report, respectively, control volume number Nvi and the distance (dr(cm)) existing between the centres of two consecutive control volumes. Accordingly, the sum of all these distances yields particle radius. Just after the Nv control volume, the number of particles belonging to this class is reported (it can be a not-integer number) jointly with particle radius.
Input file (PolyIN.txt) requires supplying the number Nv of control volumes (spherical shells, in this particular case) into which the generic particle of the ith class has been subdivided in order to numerically solve eq.(7.207), the amplitude of time step dt(s), the number Nes of steps considered (dt*Nes = simulation time), the frequency Freq of steps storing (the amount of drug released is stored every Freq steps starting from step Start), the number of classes (Class #) into which the continuous particles size distribution has been subdivided in, the whole particles volume V0 (cm3), the initial drug concentration Cres0 (g/cm3) in the release environment, the initial dissolved drug concentration Cd0 (g/cm3) in the particles, the initial un-dissolved drug concentration Cdd0 (g/cm3) in the particles, the constant drug diffusion coefficient Dds (cm2/s) in the particles, the release environment volume Vr (cm3), the drug particle/release environment partition coefficient kp (-), the drug dissolution constant Kt (s-1), the amorphous drug re-crystallisation constant in the particles (kr(s-1)) and in the release environment (krb(s-1)), the parameter Uniform (if Uniform = 1, initial drug concentration in the particles is uniform. Otherwise, initial drug concentration profile follows a sigmoidal trend (see eq.(7.212)) whose dimensionless flex position is defined by parameter
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 < 0.9999)), the amorphous Ca (g/cm3), nano-crystalline Cnc (g/cm3) and macro-crystalline Cmc (g/cm3) drug solubility, the initial drug amorphous Xa (), nano-crystalline Xnc () and macro-crystalline Xmc () mass fraction, the mean radius (cm) and the volume fraction (-) pertaining to each class. This software implicitly assumes that only the amorphous phase can undergo re-crystallisation while the nano-crystalline phase is stable (its re-crystallisation constant is vanishing). Indeed, it is absolutely reasonable that the speed of nano-crystals transformation into macro-crystals is neatly lower than that pertaining to amorphous re-crystallisation (this is what comes out from experimental evidences, see paragraph 7.3.7). Accordingly, in presence of a wide release environment (allowing the complete drug release) the existence of drug nano-crystalline phase reflects in improved release kinetics. If, on the contrary, the release environment volume is not sufficiently wide to allow complete drug solubilization, the existence of not dissolved drug nano-crystals at the end of the release process can occur. Consequently, the coexistence of solid drug nano-crystals in equilibrium (at least temporarily) with a drug solution realises. This can yield to a final drug concentration in the release environment exceeding drug micro-crystals solubility (Cmc). In order to account for this situation, it is necessary setting drug solubility in the release environment (Cmcb (g/cm3)) greater than Cmc (g/cm3). In this manner, Cmcb and Cmc will be different, drug micro-crystals dissolution will be ruled by Cmc (dissolution constant apart) and drug re-crystallisation in the release environment will occur only if Cmcb (and not Cmc) is exceeded. The re-crystallisation process in the release environment depends also on bulk re-crystallisation constant krb (1/s) that can be different from that (kr) ruling the re-crystallisation inside particles. Please note that, except for this particular situation, Cmc and Cmcb must be always equal.
The executable file Chapter 7 software.exe contains some errors traps preventing from input errors such as, for example, Xa + Xnc + Xmc > 1 or Csa < Csmc. On the contrary, the reader must always verify that if Class # = 5, exactly 5 mean radius and 5 volume fraction must be provided. If less than “Class #” (in this example 5) mean radius or volume fraction are provided, program execution is stopped and the following warning appears: “forrtl: severe <159>: Program Exception – breakpoint; Press any key to continue”. Similar warnings can appear if bad input data are provided (for example a zero or negative drug diffusion coefficient).
We would like to conclude the comment to this software speaking about initial drug distribution inside the particles. Indeed, it is worth mentioning that this software implicitly assumes that for all particles and drug phases eq.(7.212) holds being 
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 the same for all particles class and being Cmax dependent on the particular drug phase (
[image: image10.wmf]max

a

amorphous

max

C

X

C

=

, 
[image: image11.wmf]max

nc

nanoc

max

C

X

C

=

, 
[image: image12.wmf]max

mc

microc

max

C

X

C

=

). Cmax is determined imposing that the integration of eq.(7.212) in the volume delimited by 0 ≤ 
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 ≤ 1 for all particles and for all drug phases must be equal to M0 (drug mass contained in all the particles).

A.6 CHAPTER 9

The Microsoft Excel file Chapter 9 software.xls allows data fitting regarding drug transport across a membrane according to eqs.(9.8)-(9.18) considering a constant (model 1, green) or a reducing (model 2, red) dissolution constant Kt, provided that input data (blue) are properly set (see below). By setting cell D32 < 0, model 1 fitting is considered while, for D32 > 0, model 2 fitting is considered. One of the main characteristics of this file consists in the possibility of accounting for a discontinuous sampling technique implying a partial receiver volume (Vr) withdrawal and immediate replacement with an equal amount of fresh solvent. Usually, the correction for successive dilution is performed according to the following equation:
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where n indicates the nth concentration measurement, Vr is the receiver volume, 
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 is the receiver drug concentration at the nth measurement, 
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is the corrected drug concentration in the receiver due to the introduction of a volume Vr of fresh solvent (
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). Although substantially correct, this correction does not account for the sharp variation (reduction) of the drug receiver concentration upon the introduction of fresh solvent. The importance of this reduction, obviously, depends on Vr and it can be quantified as follows:










(a.2)

where 

 and 

 represent, respectively, the receiver drug concentration just before and just after the sampling. The numerical solution of the model makes easy the incorporation of eq.(a.2) provided that sampling times and Vr are provided. Accordingly, in presence of a discontinuous sampling technique, experimental data correction according eq.(a.1) is no longer required.
Apart from this aspect, data fitting procedure follows the standard Microsoft excel procedures (see paragraph A.2) where cell F48 represents the target cell and typical changing cells are B18 – B20 as, what we usually need to determine, is drug diffusion coefficient inside the multi-layers membrane (please impose B18 – B20 >0).
A6.1 Input data setting

In order to work, the program (user defined function) implemented in the excel file needs some input data that can be subdivided into two categories: internal and external. This is essentially due to the rules dictated by the Microsoft visual basic (the number of input parameters that can be passed to a user defined function is fixed and not so big). In particular, while internal input refer to data that have to be inserted inside program command lines, external input refer to data that are modified directly and, easily, from the excel file. Nevertheless, if internal input need to be rarely modified, only external input can undergo more frequent changes.

In order to access to the user defined function command lines, from the upper tools bar, select TOOLS, then MACRO and then visual basic editor. A composed window will appear and you can find in the upper left corner a frame showing the sheets and modules (they represent the user defined function) related to the excel file we are dealing with. Module1 contains Model1, while Module2 contains Model2. To edit Model2, for instance, double click on Module2 icon. To skip to Model1, double click on Module1 icon. Modules command lines appear in the main central frame.
Internal input data are subdivided into three categories (easily detectable at the beginning of the program after some comments written in green): INPUT DATA (1), referring to the parts into which the three membrane must be subdivided in to allow the numerical solution of mass transport equation; INPUT DATA (2), referring to the instructions the program needs to account for receiver partial sampling and replacement (see further comments directly among the command lines); INPUT DATA (3) referring to initial drug concentration in the receiver (Cr0), layerD (Cd0), Mem (Cm0) and LayerA (Ca0).
External input data, on the contrary, do not require program line manipulation and their meaning is easily understood by reading the explanations just on the right of each symbol. Nevertheless, some comments on these input data are needed. Input data are written in blue while all other colours indicate model output or supporting data. It is necessary to underline that cells B17 (Kt), B25 (R0) and B27 (N) are not in blue as they are calculated on the basis of other blue cells (see details on the excel file).
A6.2 Tips
a) Although the model was born to study drug permeation through a membrane composed by three different layers, a proper manipulation of internal and external input data enables to study permeation through a single and double layer membrane. Indeed, in the case of a single layer membrane, it is sufficient to set (internal) Na = Nm = Nd, (external) L1 = L2 = L3 (L1 + L2 + L3 = membrane thickness) and D1 = D2 = D3. In the case of a double layer membrane, for example, the following setting applies: Na = Nm, L1 = L2 (L1 + L2 = membrane first layer thickness) and D1 = D2.
b) As model equations appear in dimensionless form and initial drug concentration in the donor environment C0 (cell B21) is used to make equation dimensionless, in the particular case C0 = 0, excel file returns an error as we are dividing for zero. In order to obviate to this problem, it is sufficient to set C0 to a very small value (let’s say 10-3 g/cm3, for example).
c) As this model requires a numerical solution, it is necessary operating a spatial and temporal discretisation. While spatial discretisation is performed according to N1, N2 and N3 setting, temporal discretisation is shown in column G36 – G47. Basically, it tells us that the times reported in column A36 - A47 are subdivided into a fixed step numbers (appearing in column G36 – G47) whose amplitude is reported in column H36 – H47. For example, focussing the attention on cell G36, we can see that time 3600 s (A36) is subdivided in 2 steps each one equal to 1800 s (H36). Again, the time 7200 s (A37) is subdivide into 4 steps each one equal to 1800 s (H37). In order to ensure the same numerical solution accuracy, it is important that whatever the time considered (see column A36 – A47), it is subdivided into a step number step yielding the same amplitude of the step itself reported in column H36 – H47.
d) Obviously, while the N1, N2, N3 increase and time step amplitude (reported in column H36 – H47) decrease reflect into a more accurate and precise model numerical solution, they comport a rapid increase of the time needed to get the numerical solution. This, in turn, reflects into very long times for data fitting.
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