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Chapter 6

Human response to sound

Ian Flindell

6.1 INTRODUCTION

6.1.1 Objective standards

Human subjective and behavioural response to sound is related to physi-
cal sound levels, but can also be considerably affected by many other 
variables according to individual sensitivities, attitudes and opinions. 
This can be a problem for standards and regulations which are intended 
to reduce annoyance, sleep disturbance or effects on health, but which 
have to be based on physical quantities. It is not practicable to use actual 
annoyance, sleep disturbance or effects on health when setting standards 
and regulations or defining contracts. It is desirable that the physical met-
rics used for noise limits, targets and benchmarks should reflect human 
response, even if they are not directly connected. Some physical metrics 
are better than others in this respect, and this chapter sets out to explain 
why this is so and to outline where the major sources of uncertainty can be 
found. Human response to vibration is dealt with separately in Chapter 7.

6.1.2 Uncertainties

Acoustic metrics can be used to predict or estimate average subjective or 
behavioural response, but only by assuming homogeneous populations. 
Real people are not homogeneous. Individual response varies considerably 
above and below the mean, and this means that, depending on the charac-
teristics of the population, actual average response varies above and below 
any overall central tendency. Generally speaking, around one-third of the 
total statistical variance in human response can be attributed to differences 
in measured physical sound levels (depending on the metrics used); another 
third of the variance can be attributed to many so-called non-acoustic vari-
ables such as the situation and context in which the sound occurs, and 
psychological and physiological differences in sensitivity, susceptibility and 
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attitudes towards the source of the sound; and the remaining third of the 
variance is effectively random and therefore unpredictable.

Many of these problems arise because sound is a naturally occurring and 
mostly useful physical phenomenon. Sound only becomes harmful when 
it has some negative or adverse effect and can then be defined as noise. 
Sound level meters cannot, unfortunately, tell the difference between sound 
and noise. Only people can do this.

Standard sound level metrics such as LAeq and LAFmax (see Section 6.3.4) 
are administratively convenient but do not reflect differences in the charac-
ter of the sound, or sound quality, which can be as or more important than 
sound level alone. People pay selective attention to different features of a 
sound in different situations. There is no universally applicable method for 
predicting which features will be attended to.

6.2 AUDITORY ANATOMY AND FUNCTION

6.2.1 Research methods

Human listeners perceive and respond to different kinds of sound and noise 
in different ways. Human response depends on the physical structures and 
physiological functions of the auditory system and on the different ways in 
which central neural and endocrine processing systems are connected to, 
and stimulated by, the peripheral auditory systems. The anatomy is well 
understood. However, understanding the detailed function of each com-
ponent part is more difficult, because investigation requiring dissection 
unavoidably interferes with normal function.

Psychophysical methods are used to observe the time-, frequency- and 
sound-level-resolving powers of the ear by comparing subjective impressions 
between different types of sound. Subjective descriptions or reports of per-
ceived magnitudes have greater uncertainties than just-detectable thresholds 
and just-noticeable differences. Just-noticeable thresholds and differences 
can be measured by asking a listener to press a button when they can detect 
an audible difference or identify which of two similar sounds is louder or 
differs in some other defined way. Performance can be strongly affected by 
motivation and generally improves with practice and then deteriorates with 
increasing fatigue. Experimental design requires compromise between con-
flicting sources of potential bias. Subjective reports are affected by additional 
uncertainties because of possible differences in interpretation of instructions 
and explanations of tasks. The results of psychophysical tests can be related 
to the underlying structures by comparing auditory capabilities before and 
after damage caused by disease or trauma, or by comparing auditory capa-
bilities against theoretical models based on the anatomy. Nondestructive 
scanning techniques are increasingly being used to observe normal functions 
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under different conditions and seem likely to make an increasing contribu-
tion in the future, but are outside the scope of this chapter.

Additional and often unknown variance is contributed by differences 
in physiological functions that are dependent on cell biochemistry, which 
can be very sensitive to various chemicals and hormones circulating in the 
blood. However, it is not usually practical to be able to measure or control 
hormone concentrations, except in specialist research.

It would be useful if classical introspection could provide insights, because 
this research method requires no equipment or special facilities. Unfortunately, 
people rarely have much conscious awareness of how they actually hear 
things, and instead just perceive the meanings of sounds to which they have 
actually paid attention. It can be very difficult to ‘hear’ sounds as they really 
are, particularly if they are unfamiliar. However, thinking about how particu-
lar anatomical structures might have evolved and to what biological purpose 
can sometimes contribute valuable and important insights. No single research 
method can provide complete understanding and experimental design always 
requires compromise to balance conflicting sources of bias.

The next sections describe the anatomy and how this is related to the 
observable functions. A simplified diagrammatic cross-section of the ear is 
shown in Figure 6.1.

Semicircular canals
Cochlea

Auditory nerve

Ear canal

Ossicles

Eustachian tubeEar drum

Figure 6.1 Simplified cross-section of the human ear.
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6.2.2 External ear

Why do humans have two ears, one on each side of the head? Providing 
more than two auditory sensors could improve spatial perception and 
redundancy against damage or disease. Having only two ears is probably 
an accident of evolution. However, two ears are better than one, because 
binaural hearing improves sampling of complex sound fields, helps to dis-
criminate between sounds coming from either side of the head and still 
provides some redundancy. Differences in relative amplitude and time of 
arrival between sounds arriving from either side help the central nervous 
system to localise sources on the left or the right much faster and with 
greater precision than would be possible with one ear alone. In fish ances-
tors living underwater, this function could have evolved from directional 
sensitivity to vibration inputs coming from different directions. Directional 
sensitivity confers a survival advantage from being able to quickly iden-
tify and then move away from, rather than towards, vibration that gener-
ates threats. Underwater predators additionally benefit from being able to 
quickly calculate the difference between threats and prey, so as to be able 
move either away from the threat or towards the prey, and thereby acquir-
ing additional auditory neural processing.

Binaural recordings require two microphones in positions representative 
of the ears on a real head. Microphones can be put on a headband to record 
exactly the same sounds as heard by the person wearing the microphones, 
or they can be put on a dummy head, or simply spaced apart with either 
a solid disc or nothing (i.e. air) between them. On a real head or on a rep-
resentative dummy head, the microphones should be capable of recording 
the full range of interaural differences in amplitude and time of arrival 
which would have been heard by a listener at the same position in space 
and time. Simplified binaural systems using an intervening solid disc or air 
gap between the two microphones reflect many, but not all, of the inte-
raural differences. The main technical defect of binaural systems is that 
they cannot easily record the differential effects of head rotation and other 
movements on the interaural differences which provide important cues in 
real-life listening.

In real-life listening, if the head is fixed in position, it is difficult to tell 
whether sounds are coming from the front or the back. In real life, rotating 
the head helps listeners to resolve front-to-back and other directional ambi-
guities. Rotating the head when listening to binaural recordings using head-
phones has no effect on interaural differences. This encourages perceived 
stereo images to collapse into the centre of the head. When listening to 
binaural recordings, some listeners are better than others at disregarding or 
ignoring conflicting head rotation cues, leading to a wide range of subjec-
tive impressions. Binaural recording systems have been advocated for noise 
assessment and regulation purposes, on the premise that they are more 
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representative of human hearing than standard measurements using single 
omnidirectional microphones, although the impossibility of being able to 
represent head rotation effects retrospectively somewhat undermines this 
philosophy.

In humans, the external ear or pinna is small compared with the size 
of the head. The pinna is not acoustically very significant except at higher 
audio frequencies, where the wavelengths are comparable. In human evolu-
tion, having an increasingly large brain sticking up above the ears has pre-
sumably been more beneficial for survival than having bigger ears sticking 
up above the head. The various folds and convolutions in the external ear 
provide directionally dependent acoustic filtering in both azimuth and ele-
vation at higher audio frequencies where the wavelength is small compared 
with the physical dimensions but have no effect at lower frequencies. There 
is some evidence that elevation-dependent filtering by the external ear con-
tributes to the perception of height, but only for sounds with significant 
high-frequency content. Readers can easily demonstrate this for themselves 
by holding their own ears flat to their head using their hands.

Binaural hearing helps to focus attention on sounds coming from directly 
in front while simultaneously helping to discriminate against background 
noise coming from all other directions. By cupping one hand behind each 
ear, readers can easily demonstrate that bigger ears can assist forward dis-
crimination and can also ‘improve’ perceived stereo images when listening 
to two-channel loudspeaker stereo hi-fi systems. However, stick-on Mickey 
Mouse ears have not caught on as upgrades for stereo hi-fi systems, because 
it would be difficult to make them expensive enough.

It is interesting to speculate on what might have happened if humans 
had evolved bigger ears in proportion to their increasingly large brains. 
The very small contribution made by the current design of external ear 
to source height localisation at higher audio frequencies would have been 
extended lower down the audio-frequency scale, but the inconveniences of 
getting caught up on overhanging branches or being more visible to preda-
tors from greater distances might have offset these advantages. It is also 
possible that the shape and size of the external ear in humans could have 
been influenced by sexual selection without having very much to do with 
auditory function at all. The limited information available from the fossil 
record provides no definitive answers.

6.2.3 Middle ear

The middle- and inner-ear systems are protected within the lower part 
of the skull. Incident sound waves produce pressure disturbances at the 
entrance to the ear canal which are transmitted by wave motion to the sen-
sitive eardrum which terminates the canal. The ear canal is acoustically res-
onant in the upper midrange of audio frequencies from around 3 to 4 kHz, 
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depending on precise dimensions which vary between different individu-
als. Some authorities suggest that this resonance is the primary function 
of the ear canal, but a more plausible explanation is that the dimensions 
evolved simply to provide mechanical protection. Human infants with ear 
canals wider than their little finger would soon suffer damaged eardrums. 
In theory, fatter fingers could have provided an alternative evolutionary 
solution, but would have compromised operating mobile phones or picking 
one’s nose.

The eardrum vibrates in response to rapid variations of sound pressure 
in the ear canal. The real-ear, head-related transfer function describes the 
relationship between the complex frequency spectrum of sound pressure at 
the position of the eardrum with no listener present and the spectrum at the 
eardrum. This transfer function varies for different angles of azimuth and 
elevation relative to the extended axis between the two ears, and between 
different individuals. This means that the frequency spectrum at the 
eardrum (which is what a person hears objectively) will be different from 
that recorded using an omnidirectional instrumentation-grade microphone 
as specified in most measurement standards. Most standards are intended 
to represent the preexisting sound field at the position in space where the 
listener’s eardrum(s) would have been if the listener had been present and 
without any filtering due to the head-related transfer function. This dif-
ference is not a problem in practice, because human listeners each have a 
lifetime’s experience of their own real-ear, head-related transfer functions, 
for which they make subconscious allowances when forming subjective 
impressions of the external acoustic environment.

There are special cases such as bone conduction or transmission via the 
Eustachian tubes at the back of the nasal cavity, or where hearing aids or 
headphones are used where a measurement in the ear canal may be more 
appropriate; but even in these special cases, it is often useful to be able to 
relate the measurements back to an equivalent free-field (listener not pres-
ent) sound field for comparison purposes.

The air-filled middle-ear cavity behind the eardrum allows the eardrum 
to vibrate and to drive a chain of three small bones (the ossicles) to deliver 
vibration via a membrane (the oval window) to the fluid-filled cavities of the 
inner ear (the cochlea). The obvious function of the ossicles is to transmit 
vibrational motion from the eardrum across the air-filled middle-ear cav-
ity, but they also provide leverage to convert motion from the relatively low 
mechanical impedance* of the air outside to the relatively high mechanical 
impedance of the fluid-filled inner-ear cavities. The ossicles are thought to 
have evolved from jawbones in ancestor lizards which then became sepa-
rated from the jaw to avoid interference when chewing food.

* For the purposes of this chapter, the mechanical impedance of fluids is considered as pres-
sure over velocity rather than force over velocity in solids, as defined in Chapter 3.
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Small muscles between the ossicles are able to tighten up the connec-
tions to provide limited protection against high-level transient sounds. This 
is known as the acoustic reflex, but it cannot protect against high-level 
continuous sounds. A fit person shouting can easily generate sound levels 
of 120 dBA or more at a distance of 1 m for up to a few seconds at a time. 
Close up to another person’s ear canal, the sound levels are much higher 
and potentially damaging. The acoustic reflex provides some protection 
against this type of sound, but not against the type of continuous high-level 
sounds produced by machinery and heavy industry.

The middle-ear cavities are connected to the back of the throat and thence 
to the outside world via the Eustachian tubes, to allow drainage and equali-
sation of atmospheric pressure on both sides of the eardrums. The tubes can 
become blocked by inflammation and swelling of the lining, causing discom-
fort and reduced hearing sensitivity, which then recovers if the inflammation 
and swelling is temporary. Blockage is a common source of discomfort when 
the cabin pressure increases rapidly in a landing aircraft.

6.2.4 Inner ear

There are two flexible membranes in the dividing wall between the air-
filled middle-ear cavity and the fluid-filled inner ear. The upper membrane, 
known as the oval window, accepts movement from the middle-ear ossicles. 
The lower membrane, known as the round window, vibrates in sympathy 
to release the internal pressure in the almost incompressible inner-ear fluid, 
which would otherwise prevent the oval window from moving. The inner 
ear comprises the parts concerned with hearing, the cochlea, and additional 
parts concerned with sensing motion, the semicircular canals. The cochlea 
is coiled through approximately two-and-a-half turns in a spiral. The basi-
lar membrane divides the upper and lower chambers of the cochlea through-
out its length, as shown in cross-section in Figure 6.2. It supports inner and 
outer rows of sensitive hair cells which are stimulated by the shearing action 
of the tectorial membrane across their tips whenever the basilar membrane 
as a whole is deflected up or down by vibrational waves in the cochlea fluid. 
The pattern of vibration along the basilar membrane represents the time-
varying frequency content of incoming acoustic signals in the following way:

 1. Incoming positive sound pressures deflect the eardrum, middle-ear 
ossicles and oval window inwards, creating a positive pressure in the 
upper chamber of the cochlea. The transmission of vibration from 
the ear canal to the cochlea involves a finite time delay, leading to 
frequency-dependent phase lag.

 2. The positive pressure in the upper chamber causes downward deflec-
tion of the basilar membrane, with corresponding outward deflection 
of the round window directly beneath the oval window.
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 3. The initial downward deflection of the basilar membrane progresses 
from the base end adjacent to the oval window towards the apex at 
the other end of the spiral as a travelling wave.

 4. The travelling wave reaches a maximum amplitude at a position on 
the basilar membrane, which depends on the frequency content of the 
acoustic stimulus. The travelling wave is rapidly attenuated further 
along.

 5. Low audio frequencies penetrate along to the apex of the cochlea 
spiral. The point of maximum amplitude moves further along from 
the base end (near to the oval window) as the frequency decreases. 
There is a physical connection between the upper and lower chambers 
at the apex known as the helicotrema which contributes to the low-
frequency cut-off. Higher audio frequencies penetrate only a short 
distance from the base end along the basilar membrane. There is a 
frequency-dependent phase shift of the travelling wave along the basi-
lar membrane.

The different vibrational patterns of the travelling wave at different fre-
quencies act as a mechanical frequency analyser. The sensitive hair cells 
along the basilar membrane are organised such that auditory nerve impulses 
originating from different parts of the basilar membrane are associated 

Scala vestibuli

Scala media
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Outer hair cells
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Tectorial membrane

Figure 6.2 Cross-section of the basilar membrane.
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with different frequencies in the incident sound. The travelling wave passes 
through higher-frequency regions before reaching the point of maximum 
amplitude, and then decays rapidly. Lower-frequency sounds make it harder 
to hear higher-frequency sounds (this is known as the upward spread of 
masking – see Figure 6.3) but not the other way around. The travelling wave 
from a pure-tone test sound at a higher frequency than a masking noise 
reaches its maximum amplitude at a position along the basilar membrane, 
which is already stimulated by the lower-frequency masking noise, and this 
can make it harder to detect. The travelling wave from a pure-tone test sound 
at a lower frequency than a masking noise reaches its maximum amplitude at 
a position further along the basilar membrane beyond the area stimulated by 
the masking noise and can thereby be more easily detected or identified. One 
practical consequence of this design fault is that if the bass in a rock band 
is too loud, it can be difficult to hear the singer at higher audio frequencies.

The inner rows of hair cells appear to be mainly responsible for sending 
nerve impulses to the brain. Each nerve impulse is a single electrochemi-
cal discharge which travels from the cell body along the associated nerve 
fibres to the next connected neural interchange point. Every nerve impulse 
consumes biochemical resources which must be replenished before the cell 
can fire again. Consequently, there is a maximum firing rate for each nerve 
cell, and an associated and much lower resting firing rate, when the nerve 
cell fires spontaneously even when there is no input stimulation. The precise 
time at which each nerve cell is most likely to fire is uncertain, because it 
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Figure 6.3 Upward spread of masking.
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depends on the elapsed time since the last firing, the magnitude of input 
stimulation and the rate of biochemical recovery since the last impulse. 
Large-amplitude input signals generate stronger vibratory stimulation of 
hair cells and thus a higher firing rate for each associated nerve fibre. The 
dynamic range of individual hair cells is limited and the most sensitive con-
nected nerve fibres become saturated at higher input sound levels. Other 
less sensitive combinations of hair cells and nerve fibres take over at higher 
sound levels to overcome the problems of the limited dynamic range of each 
hair cell and nerve fibre combination considered separately.

Wideband transient signals excite the basilar membrane throughout its 
length, causing complex patterns of nerve impulses to be sent along the 
auditory nerve, with the high-frequency-connected nerve fibres excited 
first. Continuous pure tones and narrowband frequency components stimu-
late continuous sequences of nerve impulses in the nerve fibres most closely 
associated with the part of the basilar membrane which is most strongly 
excited. The nerve-firing rate diminishes over time, as the biochemical 
resources of each hair cell and associated nerve fibres become depleted. The 
capabilities of the overall system with respect to relative phase informa-
tion are limited by the general time uncertainty of separate nerve impulses, 
which exceeds the period of incident acoustic signals at middle and higher 
audio frequencies. There is some evidence that volleys of nerve impulses are 
phase-locked to the incident acoustic signal at lower audio frequencies, but 
it is not clear in what ways, if any, this information might be used.

For many practical purposes, the peripheral auditory system can be mod-
elled as a bank of overlapping band-pass filters operating in real time, but it 
should be noted that there is no point in the real system at which the sepa-
rate output of each modelled band-pass filter could be observed. The effec-
tive frequency selectivity of each modelled band-pass filter is of interest, 
and while this is generally assumed to be approximately equivalent to one-
third of an octave over most of the audio-frequency range, the measured 
equivalent bandwidths vary depending on the method and conditions of 
measurement.

There is evidence that the outer rows of hair cells assist in fine frequency 
tuning. The outer rows are believed to vibrate in sympathy with incoming 
acoustic signals and thereby assist in tuning the system to narrowband and 
discrete frequency input signals. This enhances both frequency selectivity 
and sensitivity to weak sounds. It has been difficult to study this hypoth-
esised active process in vivo, because access to the systems involved can-
not be obtained without drastically interfering with or destroying them. 
The active process assists the ear to achieve the best compromise solution 
between time and frequency resolution that can be achieved. Because of 
time–frequency uncertainty (see Section 4.3.4), it is not possible to have 
both fine frequency resolution and fine temporal resolution in the same 
physical system at the same time. Fine frequency resolution requires that a 
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sufficiently large number of cycles of a continuous waveform are observed 
to allow discrimination from slightly higher and slightly lower frequencies. 
For example, and in generic terms, it is necessary to observe 100 cycles of a 
cyclically repeating waveform within a fixed time period to be able to deter-
mine the frequency to within ±1%. Resolving the frequency of a 200 Hz 
tone to within 1% requires an observation time of around half a second, 
which could be too long to wait if an immediate reflex action is required.

In survival-critical situations, a rapid time response may be more impor-
tant than fine frequency resolution. However, if a detected incoming 
acoustic signal is still present after the first few tens of milliseconds, an 
increasing capability to be able to resolve frequency content then becomes 
important for cognitive appraisal of the sound. Varying auditory capabili-
ties in terms of frequency resolution increasing over short timescales from 
the initial transient appear to be consistent with the temporal and spectral 
variation of normal speech signals, suggesting synergies between the evolu-
tion of capabilities to produce speech sounds and the evolution of auditory 
systems intended for their resolution.

6.2.5 Auditory nerves

The final link in the chain is the system of auditory nerves which transmit 
nerve impulses from the hair cells in the basilar membrane to the brain. The 
auditory nerves pass through a number of interconnection points where 
nerves branch off to different parts of the brain and eventually reach the 
auditory cortex, where most of the complex processing involved in selective 
attention and cognitive appraisal is believed to take place. There is evidence 
of the presence of specialised nerve cells which are sensitive to specific 
acoustic features present in incoming acoustic signals, but it is not clear 
to what extent these systems are determined by genetic coding or develop 
naturally as a result of learning and experience. Multiple cross-connections 
between the left and right auditory nerves facilitate binaural and higher-
order neural processing, which support source localisation and other com-
plex perceptual functions. It seems unlikely that any simple model would 
be capable of representing the full complexity of the overall system.

6.2.6 Overview

The auditory system does not operate in the same way as a microphone. 
Incident sounds are represented by time-varying patterns of nerve impulses 
across parallel auditory nerve fibres, which are then interpreted by higher-
order neural processing in the brain. People do not perceive incoming 
sounds as they really are. Instead, the brain constructs internal perceptual 
images of the external environment based on the overall pattern of incom-
ing neural signals interpreted in the light of expectation and experience. 

Y105324_C006.indd   321 03/02/15   4:27 PM

Copyrighted Material – Taylor & Francis



322 Fundamentals of sound and vibration, second edition 

People are not always consciously aware of all sounds that are technically 
capable of being heard. Unfamiliar sounds might be completely unrec-
ognisable. Conversely, it is also possible to perceive sounds that are not 
physically present, or to hear sounds not as they really are. Auditory con-
sciousness remains a mystery.

6.3  AUDITORY CAPABILITIES AND 
ACOUSTIC METRICS

6.3.1 Auditory thresholds

The normal range of hearing is shown in Figure 6.4. The normal threshold-
of-hearing curve at the bottom of the figure shows maximum sensitivity 
between 3 and 4 kHz, corresponding to the first quarter-wave resonance of 
the open-ended ear canal. In this frequency range, for healthy young adults 
with no hearing loss from any cause (defined as normal hearing), the mini-
mum r.m.s. sound pressure (see Chapter 2) that can be just detected when 
listening in a diffuse field with both ears (defined as the minimum audible 
field) is around 10–20 μPa, which is equivalent to −6 to 0 dB sound pressure 
level (SPL or Lp) relative to 20 μPa when expressed in decibel terms. The 
corresponding minimum audible pressure measured in the ear canal is gen-
erally a bit higher than the minimum audible field and is similarly variable 
between different individuals. The differences between minimum audible 
field and minimum audible pressure may need to be taken into account 
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Figure 6.4 Normal range of hearing.
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by audiometric equipment designers, but are not otherwise of any great 
concern.

‘Just detected’ means that the presence of the sound can be correctly 
identified at slightly better than chance level. Low-level sounds at the just-
detected threshold would not necessarily be of any practical significance for 
everyday conditions, unless the listener had become particularly sensitised 
to those sounds for any reason. Individual thresholds vary above and below 
the mean at different frequencies, even within a sample of people where 
everyone has so-called normal hearing. It is not clear how much of this 
variability represents fundamental differences in hearing sensitivity or how 
much can be attributed to measurement uncertainty. Some people tend to 
be rather cautious when asked to press a button to show they can hear a 
particular sound, while others tend to press the button even when they are 
not quite sure if they can really hear the sound or not.

The normal hearing thresholds increase significantly below 300 Hz and 
above 8 kHz. There are upper and lower limits to the range of frequen-
cies that can be heard by people with normal hearing. Children may be 
able to hear higher-frequency sounds up to around 20 kHz, and in some 
cases even higher, but a more practical upper limit for most adults would 
be around 15 kHz or less. It is not clear what survival advantages, if any, 
would accrue from being able to hear very high audio frequencies, which 
are mostly highly directional and potentially more useful for echolocation 
than general perception.

Most people are equally insensitive to very low audio-frequency sounds, 
particularly below 50 Hz. There is very little information content in speech 
sounds below about 300 Hz. Most natural low-frequency sounds are gen-
erated by distant sources which are less important for individuals than 
nearby sources. If there had been any significant survival advantages from 
being able to hear very low-frequency sounds generated by distant thun-
derstorms or by large predators stamping their feet, then this would have 
required larger ear structures to have evolved, which might in turn have 
had other disadvantages, such being more likely to be seen and eaten by 
those same predators.

The upper limit of normal hearing is often quoted as being somewhere 
around 120 dB Lp, although there is no clear definition of what the upper 
limit actually means. In the midfrequency range from around 1 to 5 kHz, 
a pure tone at 120 dB Lp can be extremely unpleasant and would certainly 
become strongly objectionable very rapidly if continued. Midfrequency 
pure tones could be increased to 140 dB and still be ‘heard’, that is, within 
the range of audibility, although would nevertheless be highly uncomfort-
able or even painful to listen to and would certainly lead to significant 
temporary threshold shift (TTS) (see Section 6.4.2). A continuous tone at 
140 dB Lp and more could cause permanent damage in the most susceptible 
individuals, even after only relatively short exposure. However, a 50 Hz 
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continuous tone at 140 dB would not be so uncomfortable and might even 
be inaudible if the frequency was below 20 Hz. It should be noted that 
the measurement of auditory thresholds at very low audio frequencies can 
be complicated by the need to avoid higher-frequency harmonic distortion 
products or nonlinear acoustic resonances in the testing loudspeakers or 
in nearby objects which might be relatively more audible than the original 
very low audio-frequency tones.

At higher sound levels, broadband sounds tend to be less uncomfort-
able than pure tones. This could be because the vibratory excitation pat-
tern on the basilar membrane is not concentrated in one place, as it is for 
pure tones. High-level pure tones tend to increase in unpleasantness with 
increasing frequency, until the frequency eventually goes above the normal 
audible range and the sound becomes inconsequential because it cannot 
be heard. Similarly, the harmonic distortion products of higher-frequency 
tones reproduced through imperfect loudspeakers become inconsequential 
above the audible frequency range.

6.3.2 Just-noticeable differences

The smallest just-noticeable differences between otherwise similar pure 
tones or narrowband sounds occur in the middle range of sound levels from 
40 to 80 dB Lp and frequencies from 300 Hz to 5 kHz. This usefully cor-
responds to the sound-level and frequency ranges which provide the most 
differentiation between different speech sounds. Under laboratory listening 
conditions, it is quite possible within this most sensitive range to be able to 
correctly identify at better than chance level the louder or higher-pitched 
of two otherwise similar sounds down to level and frequency differences 
of <1 dB or <1% respectively. Any significant time gap between the two 
sounds results in reduced discrimination performance, which might more 
properly be described as a failure of auditory memory. The just-noticeable 
differences for sound level and intensity become progressively wider outside 
the middle range of sound levels and frequencies.

There is a weak correlation between subjective loudness and objective 
sound level. People are usually much better at making relative or compara-
tive judgements than at judging absolute magnitudes. The average human 
listener can judge which is the louder or higher-pitched of two sounds with-
out necessarily being able to judge the absolute magnitude or frequency of 
either sound on its own. Relative loudness is similar to relative pitch, in 
that subjective magnitude tends to be proportional to the ratio of objective 
physical magnitudes rather than the linear-scale values. This is one of the 
main justifications for using a decibel scale for measuring sound level. A 
difference between two sounds of x decibels always represents the same 
ratio of physical magnitudes irrespective of absolute sound level. A just-
detectable difference in subjective magnitude between two sounds of 1 dB 
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could represent a very small linear-scale difference of 0.001 Nm−2 at low 
sound levels or a much larger linear-scale difference of 1 or 10 Nm−2 at 
higher SPLs (Morfey 2001).

Unfortunately, or perhaps unsurprisingly, the general public has almost 
no understanding of how decibel scales actually work when applied to 
sound levels. The public mostly understand the word ‘decibel’ simply as 
a synonym for ‘loud’. If acoustical engineers and physicists use the word 
‘decibel’ when describing or explaining noise management to the general 
public, not many people will actually understand what they are talking 
about. This can lead to outcomes not meeting expectations and can con-
tribute to misunderstandings and even mistrust.

Just-noticeable differences are wider under real-life conditions than the 
typically 1 dB differences in sound level and 1% differences in frequency 
observable under controlled-listening laboratory test conditions. Under 
real-life conditions, it is unlikely that the average listener would be able 
to correctly identify at better than chance level the louder of two other-
wise similar aircraft flyover or road-vehicle pass-by events which differed 
in maximum sound level by < 3 dB. If the second of the two events was 
delayed by more than a few minutes, an even bigger difference would be 
required to achieve reliable discrimination. The relative probability of judg-
ing the most recent of two sounds as being louder increases with time delay, 
simply because the auditory memory of the earlier sound fades. This could 
be one of the reasons why the significant reductions in aircraft-noise sound 
levels which have been achieved over the past 30–40 years have not led to 
expected increases in public satisfaction.

At planning inquiries where noise is an issue, the parties often disagree 
about the significance of small changes in sound levels. Residents are often 
more aware of other changes in their own right than any small resulting 
changes in sound levels. For example, residents are more likely to notice a 
doubling of road traffic than the 3 dB increase in long-time average sound 
levels caused by the increase in traffic. Alternatively, increasing the propor-
tion of heavy vehicles with no change in overall traffic flow could increase 
long-time average sound levels by similar amounts, but in this case, it 
would be the noisier heavy vehicles which would be noticed rather than the 
difference in long-time average sound levels.

The smallest just-noticeable differences for frequency are concentrated 
in the frequency range where the ear has its highest sensitivity, from about 
300 Hz up to about 5 kHz. It is presumably just as beneficial to be able to 
discriminate between similar frequencies in this range as it is to be able 
to hear them in the first place. The smallest just-noticeable differences for 
sound levels are concentrated in the middle region between quieter and 
louder sounds from about 40 to about 80 dB Lp. The human ear appears 
to be well adapted to be able to discriminate between the different sounds 
involved in human speech. Which evolved first, the auditory discrimination 
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capabilities of the human ear, or the sound-level and frequency differences 
produced by the vocal tract when generating and differentiating different 
speech sounds? Either both systems evolved in tandem, or there was an 
intelligent designer at work, and for the purposes of this chapter, it does 
not much matter which.

According to evolutionary theory, it might be naively assumed that all 
features of the human auditory system have been optimised for biolog-
ical survival. However, this is not necessarily true. One aspect of hear-
ing that suggests that evolution does not always come up with the best 
design solution is the localisation gap in the middle of the audio-frequency 
range, where auditory localisation does not work as well as at higher and 
lower audio frequencies. Interaural phase differences become increasingly 
ambiguous at frequencies above about 750 Hz, where they can exceed 180°, 
because the wavelength is small compared with the angle-dependent differ-
ences in propagation distance. Interaural intensity differences are too small 
to be detectable at frequencies below about 2 kHz where the head is too 
small compared with the wavelength of the sound to have any significant 
screening effect. In the middle audio-frequency range from about 750 Hz 
up to about 2 kHz, neither interaural phase nor interaural intensity differ-
ence make much contribution to auditory localisation of pure tones. With 
the standard ear spacing, it is harder to localise the position in space of a 
nearby talker than it would be if the ears had been much further apart. 
Perhaps being able to localise the position in space of a nearby talker was 
less important for biological survival than the presumably negative effects 
of having wide-spaced ears on stalks on either side of the head.

6.3.3 Equal-loudness contours

The internationally standardised equal-loudness contours (BSI 2003b), 
plotted in Figure 6.5, show how the relative loudness of pure tones varies 
across the audio-frequency range and across the range of sound levels from 
0 to 120 dB Lp. Listeners are asked to adjust the level of a pure tone at a 
given frequency until it matches the subjective loudness of a reference pure 
tone at a fixed reference frequency (normally 1 kHz). Different listeners give 
different results, so composite loudness contours are averaged across statis-
tically representative groups of listeners. Alternative psychometric methods 
used in different listening laboratories also give different results, suggesting 
that the precise shape of the current contours is generically representative 
of, but not completely determined by, underlying auditory capabilities.

One of the methodological problems is that comparing the relative loud-
ness of pure tones at different frequencies is more difficult than it seems. 
Different listeners probably adopt different strategies when attempting this 
task. Comparative loudness judgements are much more subjective than 
observing just-detectable thresholds at different frequencies. In addition, 
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pure tones are rare in nature. Nobody has yet devised a method capable of 
deriving equivalent equal-loudness contours for more representative wide-
band complex sounds.

Notwithstanding these uncertainties, equal-loudness contours can be 
assumed to represent fundamental properties of the peripheral auditory 
system as follows:

 1. The higher hearing thresholds at the upper and lower extremes of the 
auditory frequency range (which are not in doubt because they can be 
measured objectively) appear to be reflected in reduced ‘loudness’ of 
very low and very high audio-frequency pure tones as compared with 
middle audio-frequency pure tones.

 2. At the lower audio frequencies, the normal auditory threshold curve 
falls rapidly with increasing frequency and the corresponding equal-
loudness contours above it flatten out at higher sound levels. This 
suggests that the relative or comparative loudness of low-frequency 
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Figure 6.5 Standardised equal-loudness contours.
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sounds is proportionately greater at higher sound levels. However, 
it should be noted that the changing shape of the equal-loudness 
contours at higher sound levels could alternatively be an artefact 
of listeners preferring to avoid even higher sound levels when given 
experimental control.

 3. Subject to the caveat noted in 2, the growth of subjective loudness 
with increasing sound levels appears to be much steeper at low and 
very high audio frequencies than in the middle frequency range. This 
is also associated with reduced sound-level and frequency discrimina-
tion outside the middle range of frequencies and sound levels.

 4. Equal-loudness contours suggest that at 1 kHz, an average listener 
should be able to discriminate between 100 or more different sound 
levels between the auditory threshold at around 0 dB Lp and the so-
called uncomfortable loudness level at around 120 dB Lp. At 50 Hz, 
the dynamic range between the auditory threshold and the uncom-
fortable loudness level is much less, and the just-noticeable difference 
for loudness is also much greater, suggesting that a far smaller num-
ber of different sound levels (and frequencies) should be separately 
distinguishable. This implies that bass players, for example, should be 
able to make more mistakes than violin players without the audience 
noticing.

The A-, B- and C-frequency weightings which were provided in tra-
ditional precision-grade sound level meters were intended to reflect the 
implied differences in the relative frequency response of the ear at different 
sound levels. The main function of a sound level meter is to measure sound 
levels as accurately and as repeatably as possible. These requirements are 
met by providing a precision condenser microphone, accurate and stable 
electronic systems, and appropriate and regular calibration. Problems arise 
when deciding which of the many possible acoustic metrics should be used 
for the measurement, each of which will give different results under differ-
ent circumstances. A great deal of research effort has been expended over 
the past 50–60  years in various attempts to achieve higher correlations 
between sound level meter readings and subjective judgements to find the 
most appropriate acoustic metric. Hindsight has shown that this goal is 
unrealistic. It is not feasible for any single acoustic metric to represent all of 
the many variables which contribute to or determine subjective responses 
to noise, many of which are not even acoustic. On the other hand, the 
A-frequency weighting and the F- and S-time weightings are in general use 
for mainly practical reasons, and it is important that acoustical engineers 
and physicists should understand their advantages and limitations in every-
day use.

For maximum objectivity, it is clearly desirable that the sound level meter 
should not impose any unnecessary time or frequency weighting or other 
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nonlinearity on the measurement. Defined upper- and lower-frequency lim-
its are desirable, so that inaudible infrasonic and ultrasonic frequency com-
ponents can be excluded. Similarly, some form of averaging over short time 
periods is necessary, and it is desirable that the time weighting should not 
be unrepresentative of the equivalent time-averaging process in the human 
ear. In addition, any practical microphone imposes its own frequency 
response and high-frequency directivity onto the measurement. Precision 
condenser microphones can be set up in different ways to account for some, 
but not all, of these differences, but it is impossible to precisely match the 
frequency response and directivity of the human ear, particularly when 
binaural hearing is taken into account.

Most sound level meters available today are provided with a stan-
dardised A-frequency weighting setting in addition to an unweighted or 
Lin frequency response setting. Users are cautioned that unweighted or 
Lin frequency response settings in older equipment might not comply with 
current standards. Measurements using sound level meters with different 
unweighted or Lin frequency responses could give different results.

Most outdoor community noise standards specify the A-weighting. This 
reduces the sensitivity of the sound level meter at low and high frequencies 
compared with the upper-middle band of frequencies from around 1 kHz 
to around 4 kHz. The A-frequency weighting approximately follows the 
shape (inverted) of the 40  dB at 1  kHz equal-loudness contour. B- and 
C-frequency weightings may also be provided, particular on older instru-
ments. The B- and C-weightings approximately follow the shape (inverted) 
of the 70 dB and 100 dB (respectively) at 1 kHz equal-loudness contours. 
The A-, B- and C-frequency-weighting curves are shown at Figure 6.6.

The original intention was that the A-, B- and C-frequency weightings 
should be used for the measurement of quiet, medium and loud sounds at 
around 40, 70 and 100 dB respectively. Three different frequency weightings 
were considered necessary, because the equal-loudness contours are steeply 
curved at the auditory threshold and become flatter at increasing sound 
levels. This well-intentioned scheme had two major defects. Approximating 
the assumed sound-level-dependent frequency response of the ear in this 
way does not account for many of the other acoustic (and non-acoustic) 
features that are likely to affect subjective impressions of the sound being 
measured. In addition, for sounds with prominent low- or high-frequency 
content, switching from one frequency weighting to another can have a 
considerable effect on the reading. To achieve consistency, selecting the 
appropriate frequency weighting for standardised measurements at differ-
ent sound levels would have required arbitrary and precisely specified rules 
which have never been agreed.

Practical experience shows that the A-frequency weighting discrimi-
nates against predominately low-frequency wind noise generated at the 
microphone windshield when taking measurements outdoors and also 
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discriminates to some extent against low-frequency background noise 
from distant sources. These features alone are probably enough to explain 
its continued use. In addition, most field measurements carried out for 
research studies, and probably an even greater proportion of outdoor 
sound-level measurements carried out for many other purposes over the 
last 50–60  years, have used the A-weighting. Modest correlations have 
been obtained between A-weighted measurements of outdoor sound levels 
and subjective impressions of annoyance and disturbance across numerous 
noise-effects surveys. These correlations have often been wrongly accepted 
by many authorities as sufficient evidence that the A-weighting is the best 
weighting curve that could have been devised. In fact, for many field studies 
no other frequency weighting was tested, and for those studies where more 
than one frequency weighting was investigated, the two (or more) metrics 
are often so highly correlated with one another that no statistical distinc-
tions could be drawn between them.

The B-frequency weighting has largely fallen out of use, mainly because 
it has not generally been found useful except for certain specialised appli-
cations. The C-frequency weighting is sometimes specified where there 
are low-frequency components present and there is concern that the 
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A-frequency weighting does not account for them properly. It should be 
noted that unweighted or ‘flat’ measurements are relatively more sensitive 
to extreme low- and high-frequency components (where present) than the 
human ear.

The A-frequency weighting has been compared against other frequency-
weighting schemes in many laboratory-type listening studies. In theory, the 
derivation of the A-weighting from the 40 dB at 1 kHz equal-loudness con-
tour means that it should become increasingly incorrect at higher sound 
levels, where it is most often used. It has been criticised for its indoor mea-
surements, where typical outdoor-to-indoor building facade attenuation 
suppresses mid- and high-frequency components to a much greater extent 
than low-frequency components. A-weighted sound-level benchmarks and 
limit values for the interiors of houses might not, therefore, provide suf-
ficient protection against low-frequency noise indoors for typical houses. 
The A-weighting is similarly inappropriate for measuring internal vehicle 
noise, because of the predominance of low frequencies inside the vehicle 
cabin, although it has been widely used for this purpose.

It should also be noted that the A-weighting has been criticised on the 
basis that on average, most people lose high-frequency hearing as they get 
older and that low frequencies might then become subjectively even more 
important than implied by the standard equal-loudness contours. While 
there is logic behind this suggestion, there is only very limited experimental 
evidence that any other frequency weighting provides a better match to 
older people’s hearing.

The noise-rating (NR) frequency-weighting curves (BSI 1999) (see 
Figure 6.7) were devised to represent equal-loudness contours where mea-
surements have been made using octave-band frequency-analysis filters. 
Many types of sound level meters can be fitted or supplied with octave 
and narrower bandwidth frequency filters to facilitate this kind of mea-
surement. The generically similar noise-criteria (NC) and preferred-noise-
criteria (PNC) curves were devised in the United States to meet the same 
requirement as the NR curves in Europe. NR curves have been widely used 
to define targets and limit values for sound levels inside buildings, taking 
into account both noise from building services and noise break-in from 
external noise sources. Typically, NR 10–20 is specified for audiometric 
test rooms, NR 20–30 for classrooms, NR 30–40 for quiet offices, and NR 
60–70 for industry. NR 70 is suggested for industry as a basis for avoid-
ing interference with speech communication, although in some sectors of 
manufacturing industry it might be considered rather optimistic in terms of 
what can be achieved in practice.

Of the frequency-weighting schemes which are widely known, the most 
complicated are the so-called loudness (ISO 1975) and noisiness (BSI 1979) 
calculation schemes. These schemes aggregate together the assumed sepa-
rate contributions to overall subjective ‘loudness’ and ‘noisiness’ of each 
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one-third octave band of the frequencies present. Zwicker’s (European) 
and Stevens’ (US) loudness-level calculation schemes have been the sub-
ject of considerable technical debate. All such schemes are based on more 
or less complex models of peripheral auditory processing. The results of 
experimental testing have not been universally conclusive. Unfortunately, 
no loudness calculation scheme yet devised seems capable of taking into 
account all possible acoustic features that might be present in any particu-
lar case.

Kryter’s effective perceived noise level (EPNdB) calculation scheme has 
been the international standard for aircraft-noise certification purposes 
since the 1960s. It was originally modelled on Stevens’ loudness-level 
calculation scheme, but was modified to deal with so-called perceived nois-
iness of aircraft flyover sounds rather than subjective loudness. Kryter’s 
intention was that perceived noisiness should be understood as representing 
the objectionable or noisy features of aircraft flyover noise, in addition to 
the loudness, yet was not necessarily the same as disturbance or annoyance, 
which is felt by the individual person depending on the circumstances at 
the time, and could be argued to be outside the control of aircraft manu-
facturers. The EPNdB measurement scheme was developed to achieve a 
modest correlation with subjectively reported noisiness of aircraft types in 
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service in the late 1950s and early 1960s, and takes particular account of 
the higher-frequency components common to the low-bypass-ratio turbojet 
engines used in that period. There is increasing evidence that this metric 
may not be optimum for representing the type of sound produced by more 
recent aircraft types powered by high-bypass-ratio engines or by advanced 
open-rotor-powered aircraft which might come into service in the future. 
Note that noise metrics such as EPNdB do not actually measure ‘noise’ 
anyway, because this is a matter of subjective perception.

Nevertheless, for assessment and regulation purposes, there is consider-
able merit in retaining standardised metrics such as EPNdB, even after they 
might have become less fit for purpose than at the time they were origi-
nally developed. Metrics become enshrined in legal contracts and specifica-
tions which could be difficult to change. In addition, it is not reasonable 
to expect any alternative metric to be able to perform any better over the 
longer term. Simply reducing the physical energy content in a sound will 
not necessarily lead to improvements in subjective sound quality, and if the 
wrong physical components or features of the sound are addressed, could 
even make matters worse. In some cases, annoyance can be reduced by 
addressing the psychological components of disturbance and annoyance 
without necessarily having to make any actual changes to the sound at all. 
There are also situations where actual physical reductions in sound level are 
too small to be directly noticeable and have no effect on disturbance and 
annoyance until people are told about them.

6.3.4 Time weightings and averaging

The selection of appropriate time weightings for objective measurements 
can be important. The time weighting determines the amount of time 
needed for a measurement. For completely steady, continuous sounds, the 
measurement averaging time has only to fit within the time for which the 
sound is present. However, most sounds that need to be assessed and pos-
sibly regulated are not steady. The ear requires a finite amount of time to 
register a sound. The various mechanical parts of the ear must first be set in 
motion. Then, the sensitive hair cells along the basilar membrane must be 
sufficiently stimulated to cause nerve impulses to be sent along the auditory 
nerve in sufficient quantity to alert the higher-level processing centres that 
something interesting is happening. Finally, the resulting neural activity 
must be sustained over a long enough fraction of a second that the central 
nervous system starts to process the new sensory input. If the sound then 
stops, any neural activity associated with the incoming sound then dies 
away quite rapidly.

The time-averaging response of the ear is best described by an approxi-
mately exponential averaging time of between 100 and 200 ms. Sound level 
meters can implement exponential or linear time averaging. Exponential 
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averaging implies that the memory of recent events decays over time. Under 
linear averaging, however, everything happening within a fixed time inter-
val makes an equal contribution to the average. A continuously updated 
exponential average or a sequence of very short-time linear averages is 
appropriate for showing a continuously varying sound-level history over 
time, whereas long-time linear averaging is appropriate for producing a 
single number to describe the average over longer time periods such as a 
16 h day. Long-time-averaged sound levels such as LAeq,16 h are widely used 
for regulatory and contractual purposes for mainly administrative reasons, 
even though they do not reflect human hearing particularly well.

Transient sounds of shorter durations than around 100 ms are harder 
to detect and do not register the same loudness as continuous sounds of 
the same max or peak level. Figure 6.8 shows a generic curve of constant 
detectability for transient sounds with the sound level (when the sound 
is present) adjusted to maintain constant integrated acoustic energy (pro-
portional to sound pressure squared × time) across the range of durations 
tested. Figure 6.8 shows that over the middle range of durations from about 
15 ms up to about 150 ms, detectability appears to be a function of energy. 
As the duration increases beyond about 150 ms, detectability decreases. 
This is because the instantaneous sound level must decrease with increas-
ing duration to maintain constant energy. Further increases in duration 
beyond 150 ms no longer offset the reduction in instantaneous sound level. 
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At very short durations below about 15  ms, detectability also decreases 
because time–frequency uncertainty causes the acoustic energy contained 
in the transient sound to be spread over an increasingly wide range of dif-
ferent frequencies. Consequently, there is less energy available to support 
detection in each separate part of the basilar membrane.

The time range of constant detectability varies with frequency, as might 
be expected, being shorter for high frequencies and longer for low frequen-
cies. Similar curves can be plotted at sound levels above the detectability 
thresholds by using subjective loudness instead of detectability as the out-
come variable. In this case, the precise shape of the curve varies, depend-
ing on the actual experimental method used. The comparative loudness of 
transient tone bursts of varying duration is essentially subjective and the 
judgement criteria used by different listeners is likely to vary. The subjective 
sound quality of short transient sounds varies with duration in addition to 
subjective loudness, and differences in sound quality can be easily confused 
with differences in loudness in this situation. This is not the case for detect-
ability at the threshold, which is much more dependent on the fundamental 
capabilities of the auditory system, although differences in listener effort 
and motivation can still have significant effects.

One practical consequence of the finite integration time of the ear is that 
the subjectively perceived loudness of very short transient sounds might 
not be commensurate with the damage risk associated with high instanta-
neous peak sound levels. This is a good reason for setting the action levels 
for peak sound pressures in the Control of Noise at Work Regulations 
(2005) conservatively. These regulations specify that the peak SPLs should 
be measured using the C-weighting, presumably to discriminate against 
any very low- or very high-frequency content which might also be present, 
and expressed in decibels relative to 20 μPa.

The time weightings used in sound level meters (see Chapter 8) reflect what 
is known about the averaging time of the ear while avoiding unnecessary or 
impractical complications. Many sound level meters include both F(ast) and 
S(low) time weightings. The F-time weighting has a 125 ms exponential time 
constant and is intended to broadly represent the equivalent integration time 
of the ear, although without taking into account any differences at differ-
ent frequencies. For rapidly fluctuating sounds such as normal speech, the 
instantaneous readings of a sound level meter set to the F-time weighting can 
change up and down too quickly to be followed by a human operator read-
ing the sound level meter display. The S-time weighting, with an exponential 
time constant set at 1 s, averages out the instantaneous readings from a rap-
idly fluctuating sound, so that the slowed-down fluctuations can be followed 
by a human operator reading the sound level meter display visually. On the 
other hand, the S-time weighting is too slow for the sound level meter display 
to follow all of the rapid fluctuations in normal speech, and where these fluc-
tuations are important, the F-time weighting should be used.
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In practice, the maximum and minimum instantaneous sound levels of 
short duration or rapidly varying sounds will be underrepresented by the 
S-time weighting to a greater extent than by the F-time weighting. The 
peak (instantaneous) sound levels of short transient sounds with durations 
<125 ms will be underrepresented by both the F- and S-time weightings, 
but the maximum instantaneous sound levels of longer transient sounds 
with durations between 125 ms and 1 s will only be underrepresented by 
the S-time weighting. The different time weightings can be used for differ-
ent purposes. For example, when measuring the maximum sound levels of 
aircraft flyover events, it is standard practice to use the S-time weighting. 
This is because the maximum S-weighted sound level is generally consid-
ered to provide the most reasonable indication of the sound level produced 
by the aircraft flyover event, where the effect of rapid random fluctua-
tions caused by atmospheric turbulence along the acoustic propagation 
path from the aircraft source to the receiver has been largely averaged out. 
Rapid fluctuations in sound level associated with atmospheric turbulence 
cause the F-time weighted sound-level time history to fluctuate both above 
and below the equivalent S-time weighted sound-level time history and are 
considered (by the industry) to be outside the aircraft manufacturer’s and 
operator’s control. The amount of atmospheric turbulence varies depend-
ing on meteorological conditions at the time.

While long-time averages can be calculated from a series of readings 
taken from the time-varying display of a sound level meter, it is better to use 
digital averaging to obtain the most accurate results. Early analogue sound 
level meters have been superseded by digital sound level meters, which can 
now accomplish via software what used to require very expensive analogue 
circuitry to perform.

The widely used long-time-averaged sound level or LAeq metric is for-
mally defined as the time-average or equivalent continuous sound level, 
and is widely specified in various standards and regulations. In the acro-
nym for LAeq, the ‘A’ denotes the use of the A-frequency weighting. The 
formal definition recognises that a continuous sound with the same LAeq 
as a time-varying sound would have the same energy content as the time-
varying sound, provided that the averaging time or measurement duration 
is the same in both cases. The LAeq is calculated by dividing the integrated 
A-weighted sound pressure squared by the measurement duration. If the 
same amount of sound energy or number of events is averaged over a lon-
ger measurement duration, the resulting average will be numerically lower, 
although the sound being measured will have been unchanged. Extending 
the measurement duration to include periods of relative silence before and 
after a single noise event reduces the average. Under these circumstances, 
doubling the measurement duration or halving the number of separate 
noise events included within it decreases the LAeq by 3 dB. The duration 
of the measurement must always be specified or implied by the context in 
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which the metric is used. It is good practice to add the measurement dura-
tion as a suffix, for example LAeq,16 h or LAeq,5 min. Where there is diurnal 
variation over the 24 h, it is good practice to state the start and end times 
of the measurement as well.

For environmental and community noise, it has become standard prac-
tice to report LAeq over 12 h or 16 h daytime periods and 8 h night-time 
periods, or averaged over the full 24  h. The European Environmental 
Noise Directive (European Parliament/Council of the European Union 
2002) specifies Lden and Lnight as harmonised acoustic metrics. Lden is the 
24 h average LAeq with the evening period (19:00–23:00 h) weighted by 
+5 dB and the night period (23:00–07:00 h) weighted by +10 dB. The day-
time period (07:00–19:00 h) is not weighted. Regulatory authorities in the 
United States use a generically similar metric, the LDN, which is the 24 h 
average LAeq with the night period (2200–0700 h) weighted by +10 dB. In 
the United Kingdom, and for largely historical reasons, the Department 
of Transport has used the term Leq instead of LAeq,16 h for many years to 
describe 16 h daytime aircraft-noise exposure.

It should be understood that, for the Lden and LDN metrics, the precise 
weightings (+5 dB, +10 dB) and the precise time periods over which they are 
applied are essentially arbitrary committee decisions. They are not based 
on definitive research. It is difficult to conceive of any possible research 
design which would be capable of determining exactly which time periods 
and weightings should be used in any particular acoustic metrics in any 
case. The reason for this is that field measurements using similar metrics 
are normally so highly correlated together that it is impossible to tell them 
apart statistically.

The sound-exposure level, or LAE (the traditional abbreviation, SEL, is 
more easily remembered as the single-event level), is a specific metric applied 
to separately identifiable noise events. Clearly, the maximum instantaneous 
sound level on its own cannot reflect the duration or time variation during 
the event. LAE is a measure of the integrated acoustic energy in the event 
normalised to a standard averaging time of 1 s and is calculated in the same 
way as LAeq, except that the integrated A-weighted sound pressure squared 
is not divided by the measurement duration.

The best way to appreciate the difference between LAE and LAeq is to 
consider two extreme examples: a completely steady sound, and a single 
transient event preceded and followed by extended periods of silence. For 
a completely steady sound, the LAeq does not change with different mea-
surement durations, because the average sound level during the measure-
ment duration is constant. The LAE, however, increases logarithmically 
as the total acoustic energy received at the measurement point increases 
with measurement duration. For a single transient sound surrounded by 
extended periods of silence, the LAeq reduces logarithmically as the long-
time average acoustic energy received at the measurement point reduces 
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with increasing measurement duration. For the same situation, the LAE is 
independent of measurement duration as the total acoustic energy received 
at the measurement point is independent of the total duration. There is no 
difficulty in translating between LAE and LAeq measurements, provided that 
the relevant measurement durations are known. For the measurement of 
short-duration sounds, LAE has an advantage, because the onset and offset 
times of the measurement are not critical, provided that the whole event 
is included. However, for people who are not acoustical engineers, neither 
metric is as easy to understand as the simple LAFmax or A-frequency and 
F-time weighted maximum sound level during an event.

The LAeq and LAE metrics have become increasingly popular with adminis-
trators and regulators in recent years and have largely superseded a number 
of older metrics. The two main reasons for this, lower cost and greater con-
venience, have nothing to do with subjective response. The inclusion of soft-
ware capable of calculating LAeq and LAE within digital sound level meters 
results in instruments that are much more effective than earlier instruments 
based on analogue electronics and that are readily available at much lower 
cost than when these metrics were first introduced. LAeq and LAE measure-
ments are simple and robust, and facilitate straightforward calculations of 
the likely effects of noise-management action, which will often be entirely 
consistent with actual measurement. This kind of rational simplicity does 
not apply to many of the more esoteric noise metrics and indicators which 
were invented in the past and have now fallen out of use. On the other 
hand, rational simplicity and engineering convenience do not automatically 
imply consistency with subjective impressions. For example, according to 
the physics, doubling the number of similar noise events within a defined 
time period doubles the acoustic energy received which will increase LAeq by 
3 dB. The same physical effect of a doubling of energy could be achieved by 
increasing the sound levels of the separate events by 3 dB while keeping the 
number of events constant. Typical human listeners are less likely to perceive 
3 dB changes in the sound levels of events than doublings or halvings of the 
numbers of events, particularly if the change happens gradually over time.

The interpretation of metrics such as LAeq and LAE requires caution, par-
ticularly when the effect of adding a new noise source into an existing 
acoustic environment is considered. If the existing acoustic environment 
and a new noise source both generate the same LAeq at the measurement 
position when measured separately, adding the new noise source will only 
increase the overall LAeq at the measurement position by 3 dB compared 
with what it was for the existing situation. Depending on the character of 
the new noise source compared with the existing acoustic environment, 
the addition could be highly noticeable in terms of subjective impressions, 
whereas an equivalent 3 dB increase in the LAeq sound level of the exist-
ing noise source measured separately might be completely unnoticeable. 
Assessors and regulators often mistakenly assume that a 3 dB change in 
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LAeq always has the same effect in terms of subjective impressions, regard-
less of what has actually happened to cause the change.

Complex time-varying acoustic environments can also be described by 
using what are known as statistical levels, Ln. Any particular Ln is the 
sound level (note that this would normally be A-weighted − as in LAn) 
over the defined measurement duration, which is exceeded for n% of the 
measurement duration. The LA10 and LA90 are the A-weighted sound lev-
els which are exceeded for 10% and 90% of the measurement durations 
respectively. These statistical levels were widely used in the days before reli-
able and stable integrating-averaging sound level meters or systems became 
available, because they could be calculated by plotting out the statistical 
distributions of instantaneous sound levels obtained by using a mechanical 
statistical distribution analyser attached to a pen-recorder system. Modern 
digital sound level meter systems can perform the same calculations in soft-
ware, but the whole concept of statistical levels has become largely obso-
lete, except for defined specialist applications.

The main problem with statistical levels is that they do not behave 
rationally when arithmetically manipulated. For example, to calculate the 
combined L50 from the addition of two noise sources of known L50, it is 
necessary to know the cumulative distributions of the two time histories 
separately. The LA90 is still widely used in the United Kingdom and in one 
or two other European countries to indicate the steady background sound 
level attributable to mostly distant noise sources, but cannot be arithmeti-
cally manipulated in any rational way. The LA90 provides no information 
about how far above or below that sound level (the LA90) that instantaneous 
sound levels rise or fall during the 90% of the time that sound levels exceed 
the LA90 or during the 10% of the time that they fall below the LA90. On 
the other hand, the LA90 does have some advantages over other methods 
for indicating background sound levels, because it does not require any 
subjective decisions to be made about which noise sources are part of the 
background and which are part of the foreground. Almost any other met-
ric used for this purpose requires the user to make what are essentially 
arbitrary subjective decisions about which noise sources are included in the 
background and which are not. The subjective importance of the steady 
background sound level is that it determines an objective threshold, above 
which more prominent noise sources can be administratively deemed to be 
intrusive and below which they can be deemed to be not intrusive. Note 
that this is an objective definition which might not necessarily be very rep-
resentative of actual subjective impressions, but it can at least be applied 
consistently.

In the United Kingdom, the LA10 metric is still used (despite being techni-
cally obsolete) to determine entitlement to a noise-insulation grant in miti-
gation of increased road-traffic noise. The LA10 metric can be considered 
as behaving semi-rationally when applied to busy road-traffic noise, which 
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has similar statistical properties anywhere in the country, but it does not 
behave rationally when applied to any intermittent noise source such as 
railway noise or aircraft noise, which might only be present for less than 
10% of the time. Comparisons between different intermittent noise sources 
using statistical-level metrics are meaningless.

Other metrics have been proposed for intermittent noise sources (such 
as aircraft flyover events) such as the time-above x dB LpA and the number-
above y dB LpA. Within a defined measurement duration, the time-above 
metric indicates the proportion of time during which a defined sound level 
x dB LpA is exceeded, and the number-above metric indicates the number of 
events which exceed a defined sound level y dB LpA. Both alternative metrics 
reflect different acoustic features from the de facto standard LAeq-based 
metrics and could therefore be useful in some situations. However, neither 
behaves rationally when arithmetically manipulated. The time-above and 
number-above metrics provide no information about what happens dur-
ing the time periods that the x and y dB LpA thresholds are exceeded. For 
example, the N65 metric (the number of events within a defined measure-
ment period with maximum A-frequency and F-time weighted sound level, 
LAFmax, exceeding 65 – assuming the A-frequency and F-time weightings 
are used) provides no indication of the number of decibels by which the 
qualifying events exceed the 65 dB LpA threshold. Suppose there are 100 
events per day at 66 LAFmax (i.e. just exceeding 65 dB), the N65 would be 
100. If the maximum sound level for each event was increased by 15 dB, 
the N65 would still be 100. The change in event sound levels from 66 LAFmax 
to 81 LAFmax would be highly noticeable, but the N65 metric would not have 
changed at all. If the maximum sound level for each event was decreased 
by only 2 dB, the N65 would fall to zero. The change in event sound levels 
from 66 to 64 LAFmax would hardly be noticeable, but the N65 metric would 
have changed from 100 to 0.

6.3.5 Time-varying frequency spectra

The most comprehensive representations of complex acoustic environments 
can be provided by showing successive time-varying frequency spectra, 
but these are of limited use for assessment and regulation because of their 
complexity. No meaningful method has yet been devised for setting sound-
level targets and limit values in terms of time-varying frequency spectra. 
The main problem is that there are no simple acoustic metrics which can 
always reflect all acoustic features present in any particular case which are, 
or could be, important for subjective response. In addition, anything too 
complex will be unworkable for assessment and regulation purposes. All 
objective acoustic metrics which have been adopted to date are compromise 
solutions which can only ever take a proportion of potentially relevant vari-
ables into account.
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While time-varying frequency spectra are too complicated for use as 
sound-level targets and limit values, they can nevertheless be useful for 
identifying specific acoustic features (normally, either discrete tonal or har-
monic components in the frequency domain or various fluctuations or mod-
ulations in the time domain) which appear to be making a disproportionate 
contribution to overall disturbance and annoyance, and should perhaps be 
targeted for engineering noise control effort. There are two main types of 
frequency-analyser system in general use for such purposes, depending on 
whether the frequency-analysis bandwidths are distributed linearly or loga-
rithmically across the audio-frequency range. The fast-Fourier-transform 
(FFT) frequency analyser is the most common type and generates linearly 
spaced frequency-analysis bands (see Section 4.4.5). The resulting spectra 
can be displayed using a linear or a logarithmically spaced frequency scale 
irrespective of the underlying operating principle. A typical 1024 point FFT 
analyser running at a 25 kHz audio sample rate will display 400 linearly 
spaced frequency-resolution bandwidths from 0 to 10 kHz at 25 Hz spac-
ing. Note that the actual frequency resolution is usually wider than the line 
spacing on the display, because this also depends on the averaging time 
and the type of time-domain window filter applied. At low frequencies 
(say 100 Hz) the frequency resolution of around 25 Hz is much coarser 
(25%) than the frequency resolution of the human ear. At high frequencies 
(say 10 kHz), the frequency resolution is the same at around 25 Hz and is 
much finer (0.25%) than the frequency resolution of the human ear. FFT 
analysers are good at detecting linearly spaced harmonics but are not well 
adapted to reflect human hearing.

The constant percentage bandwidth frequency analyser comprises a series 
of parallel one-third octave or narrower fractional octave band-pass filters 
(see Section  5.2.2.2). Traditional analogue equipment required separate 
filter circuits for each filter band, but modern digital systems can operate 
multiple parallel filters in real time without difficulty, and are consequently 
much better adapted to human hearing than FFT analysers. One-third-
octave band-pass filters have been an industry standard for many years, 
and while they mimic the approximately logarithmically scaled frequency 
resolution of the human ear, the actual frequency resolution of one-third-
octave band filters is still very much coarser than that of the human ear. 
This is one of the problems of the EPNdB metric used for aircraft-noise 
certification discussed in Section 6.3.3. The EPNdB metric uses one-third-
octave band-pass filters (as do Zwicker’s and Stevens’ methods for calcu-
lating loudness level), possibly because that was the state of the art, using 
analogue electronics, at the time these metrics were originally developed. 
However, the normal human ear has about 20–25 times narrower fre-
quency resolution than one-third octave band-pass filters, each of which 
span four semitones of a 12-semitone musical octave scale. Traditional one-
third-octave band-pass filters would be useless for transcribing music.
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Much narrower bandwidth parallel filters can be modelled in software-
based systems that can more closely reflect the frequency-resolution capa-
bilities of the human ear. For frequency analysis of rapidly time-varying 
sounds, the extended averaging times required for narrower-bandwidth fre-
quency resolution have to be balanced against the time resolution required. 
One possible advantage of constant percentage bandwidth filters is that 
each filter can be set up with different averaging times to best suit require-
ments across the entire frequency range of interest. Low-frequency filters 
require much longer averaging times than high-frequency filters to obtain 
the same degree of statistical accuracy across the frequency range. FFT 
filters operate on discrete blocks of sample data, providing less flexibility 
for selection of the optimum averaging time in each frequency range, which 
is normally constrained to multiples of sample data blocks. Other more 
sophisticated methods of frequency analysis have been developed to solve 
some of the problems outlined in this section. They are outside the scope of 
this chapter, but they are discussed to some extent in Chapter 4.

6.3.6 Spatial hearing

The mechanisms underlying binaural hearing are discussed in Section 6.2.2, 
but the implications for spatial hearing require further consideration in this 
section. It is obvious that no sound level meter measurement system using 
a single precision-grade omnidirectional condenser microphone can reflect 
the spatial resolution capabilities of human hearing. The technical issue is 
whether or not it is possible to devise an acoustic metric that would reflect 
human spatial hearing capabilities in addition to trying to reflect the time- 
and frequency-resolution capabilities of human hearing. Binaural systems 
using microphones installed at the ear positions of a dummy head have 
some spatial capability, but are still not entirely satisfactory for use in met-
rics for the following reasons:

 1. Human spatial hearing relies on the spectral and interaural differ-
ences associated with different directions of the source and how 
these differences change with head movement or movement of the 
source relative to the head. No instrumentation systems have yet been 
devised which can reflect these differences in ways that might be use-
able in standards and regulations.

 2. The real-ear, head-related transfer functions for individual listeners 
vary depending on individual physiognomy. Dummy head systems 
could be standardised so as to represent an average physiognomy, or 
there could be three or more standardised systems designed to rep-
resent ranges of physiognomies. Any system proposed would not be 
able to overcome the problem of individual differences in physiog-
nomy between different listeners.
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On the other hand, it seems likely that the continuing technical develop-
ment of spatial audio systems will lead to increasingly realistic auralisations. 
Auralisation is the technical term used to describe the process of gener-
ating realistic simulations of actual or hypothetical sound sources using 
computer synthesis techniques, and can be extremely useful for simulating 
hypothetical situations and developments in advance of actual manufacture 
or construction. Depending on the situation, however, subjective realism is 
not necessarily the same as objective realism, because it depends on human 
perception, which can be coloured by selective attention and expectation. 
At present, it seems unlikely that auralisation techniques can be developed 
to provide simple metrics suitable for objective assessment and regulation.

6.4 RANGE OF NOISE EFFECTS ON PEOPLE

6.4.1 Direct health effects

Very high sound levels can potentially cause localised heating or physical 
disruption of the human body. However, and depending on acoustic con-
ditions, even an SPL of 120 dB has an acoustic intensity of only around 
1 Wm−2, which, even if all this physical energy was absorbed by a human 
body, would not be enough to cause any measurable damage. At the highest 
levels of environmental and community noise normally encountered outside 
people’s houses (not normally more than 75–80 dB LAeq,16h with occasional 
events up to 110–120 dB LAFmax), there are no direct effects on the human 
body and no permanent effects on the physical environment, because the 
amount of physical energy is far too small. Most, if not all, of the observed 
effects of environmental and community noise at these and lower sound 
levels are caused by the way that the human body and the human brain 
react to or respond to noise as a sensory stimulus, and not because of any 
direct effects of the sound energy on the human body.

6.4.2 Hearing damage risk

Transient sounds with peak overpressures reaching a fraction of one atmo-
sphere within a few milliseconds can cause direct physical disruption, par-
ticularly to sensitive tissues such as the eardrum and the lungs, but these 
sounds require extremely powerful sources such as gunfire, explosives or 
rocket motors, which are not encountered in normal community situa-
tions. The lower and higher peak sound-pressure action values of 135 dB 
(C-weighted) and 137 dB (C-weighted) specified in the Control of Noise at 
Work Regulations (2005) (referred to in Section 6.3.4) are intended to pro-
tect workers against the risk of hearing damage caused by repeated expo-
sure to high-level transient sounds, and do not necessarily imply significant 
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risk of physical damage associated with single or infrequent exposures at 
such levels.

For continuous sounds, and depending on duration, even short-time 
exposures at lower sound levels can lead to temporary loss of hearing sen-
sitivity, known as TTS, and which may also be accompanied by tinnitus. 
Tinnitus, or ‘ringing in the ears’, is an audible sensation occurring when 
there is no actual sound present. One of the possible causes of TTS and 
associated tinnitus is fatigue and possible damage to the sensitive hair cells 
in the inner ear. Fatigue caused by overstimulation could cause some nerve 
fibres to lose sensitivity to actual input sounds and to start firing spontane-
ously even after the acoustic stimulation has stopped, or it could cause a 
diminution of function in other nerve fibres which would normally have 
an inhibitory role. After TTS, hearing sensitivity begins to return to nor-
mal immediately after the acoustic stimulation stops, although it may take 
several hours for full recovery to take place, depending on the degree of 
threshold shift in the first place.

If the exposure is sufficiently prolonged, this can lead to permanent loss 
of hearing sensitivity, which may also be accompanied by permanent tin-
nitus. Permanent hearing loss caused by excessive noise exposure is asso-
ciated with progressive atrophy of the sensitive hair cells in the inner ear. 
The three most important factors in hearing damage risk are the sound 
level, the duration of exposure, and individual differences in susceptibility, 
although the duration and frequency of recovery periods between periods 
of high noise exposure may also be important. It has not yet been possible 
to devise reliable methods for identifying individuals with higher suscep-
tibility to noise-induced hearing loss (NIHL) in advance of exposure. The 
biological mechanisms underlying progressive loss of hair cells are not pre-
cisely understood, but the measurable consequences of losing both sensitiv-
ity and frequency selectivity are easy to understand. Since it is unlikely that 
prolonged noise exposure at the sound levels known to be associated with 
NIHL would have been a significant feature of the environment before the 
development of industrialised societies, it also seems unlikely that individ-
ual differences in susceptibility would have been directly associated with 
any evolutionary mechanism, although they could be associated with unre-
lated genetic factors connected with other functions and systems.

The Control of Noise at Work Regulations (2005) require both employ-
ers and employees to carry out a range of preventive actions to reduce the 
risk of NIHL in the workplace, depending on whether the specified lower 
and higher action values (80 and 85  dB LEp,d: equivalent to LAeq,8  h) are 
exceeded. There is a general duty to reduce noise exposure as far as is prac-
tical; employers are required to offer advice and preventive options at the 
lower action value and above; and both employers and employees have spe-
cific duties to prevent the higher action value from being exceeded. There 
is no similar mandatory protection against NIHL in domestic and leisure 
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activities. This means that in, for example, a live-music venue or disco-
theque, management would be required to protect employees such as wait-
ers and bar staff against excessive noise, perhaps by being required to wear 
ear protection, while there is no obligation to protect customers against 
the same risk. Generally speaking, customers are assumed to be at much 
lower risk of NIHL than employees because of infrequent attendance, but 
there is no obligation for venues to assess this. Attendance and resulting 
noise exposure for customers is voluntary, and hence, any associated risk 
of NIHL is, presumably, a matter for the customers themselves, although 
the venue does have at least a moral duty to inform them of risk. Similarly, 
while manufacturers of personal stereo systems have some obligation to 
warn users against the risk of NIHL associated with excessive use, any 
actual risk is outside the manufacturer’s control because the duration of 
exposure is entirely a matter for the user. Actual risk is assumed to be inde-
pendent of whether the exposure is incurred through a voluntary leisure 
activity or as an unavoidable condition of employment, but is nevertheless 
treated differently under existing laws.

It is generally accepted that the risk of NIHL reduces at lower cumulative 
sound levels. The current World Health Organization (WHO) guidelines 
for community noise (WHO 2000) accepted the advice given in the then 
current version of ISO (1999) that long term exposure up to 70 LAeq,24 h 
will not result in significant hearing impairment and quote this value in the 
summary tables of guideline values. Note that 70 dB LAeq,24 h is approxi-
mately equivalent to 75 dB LAeq,8 h for an 8 h working day if there is no other 
significant exposure during the rest of the 24 h day.

6.4.3  Causal mechanisms for other 
adverse health effects

Outdoor measured sound levels at community and residential locations are 
normally in the range from 45 to 75  dB LAeq,16  h. In this range, acoustic 
stimulation causes a direct response in the auditory nerve and higher neural 
processing centres and this can, in turn, lead to endocrine and autonomic 
system responses such as temporary increases in blood pressure and concen-
trations of stress hormones such as adrenaline and cortisol. Normal auto-
nomic and endocrine responses are essentially temporary adaptations by the 
body to meet changes in the external environment and are not necessarily 
harmful in themselves. A number of researchers, mainly from Europe, have 
suggested that temporary or acute adaptations could lead to more prolonged 
or chronic negative effects such as raised blood pressure, cardiovascular dis-
ease or mental health problems. There are important differences between 
temporary or acute effects, which might possibly be harmful on a short-
term basis if sufficiently severe but do not persist after the noise has ceased, 
and long-term permanent effects, which continue after the noise exposure 
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has ceased, such as NIHL. It is not presently known to what extent noise-
induced temporary or transient changes in physiological variables such as 
blood pressure or stress hormone concentrations contribute to permanent 
changes which are harmful. It seems likely that individual susceptibility to 
long-term permanent effects varies. If only a minority of the population 
are in fact susceptible, it might be very difficult to demonstrate any such 
hypothesised causal links by statistical means, or, on the other hand, to 
demonstrate that they do not exist.

Difficulties arise because of the large number of situational, dietary, life-
style and other variables which are known to be associated with adverse 
health effects. Some evidence exists of increased prevalence of circulatory 
disorders in noisier areas (Niemann and Maschke 2004; Babisch 2006), 
but causal relationships remain unproven because of the large numbers of 
uncontrolled possible confounding factors. For example, it is usually diffi-
cult to eliminate the possibility that people with higher-risk factors for cer-
tain diseases might also tend to prefer different types of residential areas for 
reasons other than noise, but which happen to be noisy to a sufficient extent 
that statistical associations can be observed. Alternatively, it is equally pos-
sible that people with higher-risk factors for noise-related diseases might 
tend to avoid noisier areas, thereby reducing any statistical correlations that 
might otherwise have been observed. In addition, in most cities, houses 
in the noisier areas are usually also exposed to higher levels of air pollu-
tion, which might provide an alternative explanation for any adverse health 
effects found. In general, most city noise is a consequence of higher popula-
tion density in areas where large numbers of people choose, or prefer, to live.

The technical uncertainties in this area create problems for policymakers 
and administrators. Noise control is not usually without cost, which could 
exceed the benefits if they have been overestimated by applying overprecau-
tionary assumptions about the health effects of noise. On the other hand, 
it is also possible that significant numbers of citizens are seriously affected 
and not enough has been done to reduce the risks. Policymakers have to 
decide these issues on the basis of incomplete evidence and are rarely quali-
fied to be able to make these assessments. Acoustical engineers and physi-
cists may be asked to make recommendations without necessarily being 
aware of the wider consequences of those recommendations if followed 
up. Engineering noise control carried beyond what is strictly necessary to 
minimise disturbance and possible health risks could have economic con-
sequences which could be more damaging than the noise effects to which 
it was addressed.

6.4.4 Speech interference

Speech communication is one of the most important characteristics of the 
human species. The evolutionary development of speech processing within 
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the auditory system appears to be intimately linked to the development 
of the vocal tract and associated neural processing involved in producing 
speech. Two main methods exist for estimating speech intelligibility based 
on objective measurements of interfering background noise; the speech 
intelligibility index (SII) (ANSI 1997) and the related speech transmission 
index (STI) (BSI 2003a).

The classic articulation-index (AI) (ANSI 1969) calculation procedure, 
on which the current US SII calculation procedure is based, compared the 
long-time r.m.s. average one-third octave-band frequency spectrum of the 
wanted speech signal against the long-time r.m.s. average one-third octave-
band frequency spectrum of the masking noise. The measured signal-to-
masking noise ratio in each of the 14 one-third octave bands from 200 Hz 
to 5 kHz was assumed to contribute to overall intelligibility, according to 
weightings defined on the basis of laboratory listening tests. The standard 
weightings assumed that the 200 Hz frequency band contributed the least 
to overall intelligibility and that the 1.6 and 2 kHz frequency bands con-
tributed the most. Note that the standard weightings were derived using 
native English-speaking talkers and listeners and might not be optimum 
for different languages or for talkers with unusually high- or low-pitched 
voices, or for electronically processed speech. The frequency bands and 
weightings were modified slightly for the current SII procedure.

The measurement of the speech signal-to-masking noise ratio has to take 
into account that the instantaneous sound level of any typical speech signal 
varies significantly over time. Obviously, the relative peaks in the speech 
signal contribute much more to overall intelligibility than the periods of 
relative silence in between the speech sounds. Similarly, and depending on 
their duration, any relative peaks in the masking noise contribute more to 
the masking effect than any quieter periods in between. The louder speech 
phonemes will be more easily distinguished during quieter periods in the 
background noise and vice versa. The maximum sound levels of consecu-
tive peaks in the speech signal vary over a wide range, according to the 
phoneme being spoken and according to the talker. Standardised peak 
programme meters (PPM) have been used for monitoring speech sounds 
for specialist radio broadcasting and recording purposes, but the PPM stan-
dard has not been widely applied elsewhere. Most recording and broadcast 
monitoring is carried out using simple volume-unit short-time r.m.s. aver-
aging meters, which operate similarly to conventional sound level meters 
used in the environmental and community noise-management fields. Long-
time r.m.s. averages are used in the AI/SII measurement procedures to 
quantify both the speech-signal and masking-noise sound levels, assuming 
that instantaneous speech peaks rise 12 dB above the long-time r.m.s. aver-
age. In practice, this is a reasonable assumption for normal running speech, 
but might not apply to shouted or whispered speech, or for talkers who 
speak much faster or much slower than normal, and definitely does not 
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apply where the dynamics of running speech have been compressed either 
by intentional audio processing or by unintended nonlinearities and distor-
tions in an electro-acoustic speech communications system.

The unweighted contribution made by each one-third octave bandwidth 
of the speech signal to overall intelligibility (before multiplication by the 
standard weightings described) were assumed to vary from zero at speech 
signal-to-masking noise long-time r.m.s. ratio of –12 dB up to a maximum 
of unity at speech signal-to-masking noise long-time r.m.s. ratio of +18 dB. 
According to the assumption that the peaks rise 12 dB above the long-time 
r.m.s. average, this is equivalent to assuming a zero unweighted contribu-
tion at 0 dB speech peak-to-masking noise long-term r.m.s. ratio, increas-
ing to a unity unweighted contribution at +30 dB speech peak-to-masking 
noise long-term r.m.s. ratio.

Guidance included with the original AI procedure assumes that an AI 
score of 0 represents zero intelligibility, that an AI score of 0.5 is acceptable 
for general purposes and that an AI score of 0.7 or above is desirable for 
electro-acoustic speech communications systems ‘to be used under a variety 
of stress conditions and by a large number of different talkers and listeners 
with varying degrees of skill’. Clearly, the AI/SII calculation procedure can 
only deal with the masking effects of interfering steady background noise 
on undistorted normal running speech. It requires that the speech signal 
and the masking noise be measured separately, which would, of course, 
be rather difficult in a sports stadium or similar indoor situations where 
most of the masking effect is contributed by crowd noise or reverberation 
excited by the speech signal. The AI calculation procedure is of limited 
value in many practical situations because it does not address distortion 
of the wanted speech signals that might occur in electro-acoustic speech 
communications systems (such as telephone systems) other than reductions 
of speech signal-to-masking noise ratio caused by uncorrelated masking 
noise. It effectively assumes that the speech signal would be 100% intel-
ligible if there were no masking noise. This is not always realistic. In addi-
tion, speech communications systems with no audible distortion and no 
background noise can still be ineffective if the talker does not speak clearly, 
breathes heavily into the microphone, or speaks in a language which is 
unknown to the listeners, when the actual intelligibility could then drop 
to zero.

The STI was invented by Houtgast and Steeneken at the Netherlands 
Organisation for Applied Scientific Research (TNO) (Houtgast et al. 1980) 
and is similar to the AI and SII but uses a special test signal to allow mea-
surements to take place over a much wider range of circumstances. The 
STI test signal (and the simplified rapid speech transmission index (RASTI) 
test signal) is made up from cosine amplitude-modulated narrowband noise 
signals with similar dynamics and frequency content to normal running 
speech, but which allows speech signal-to-noise ratios to be inferred from 
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measured modulation transfer functions in each frequency band. The STI 
measurement system is an improvement to the AI measurement and cal-
culation procedure, because it does not require the speech signal and the 
masking noise to be measured separately, which is impossible where the 
masking noise is mainly reverberation. Modulation transfer functions can 
also be calculated from measured or calculated system impulse-response 
functions, which can be very useful in system design where the overall 
acoustic performance can be predicted in advance using image-source and 
ray-tracing models.

Note that the median AI or STI score of 0.5 can be obtained where 
the long-time r.m.s. average speech signal-to-masking noise ratio is only 
+3 dB across the one-third octave frequency bands from 200 Hz to 5 kHz. 
Experimental data reported in the original ANSI standard (ANSI 1969) 
shows that 95% sentence intelligibility (measured using real listeners) can 
be achieved where the AI or STI score is only 0.5. Sentence intelligibility 
is always higher than the intelligibility of separate words, which in turn is 
always higher than the intelligibility of random nonsense syllables. This is 
because of the redundancy and additional context information in meaning-
ful words and sentences as compared with nonsense syllables. If a speech 
system is to be used where the intelligibility of unfamiliar words is a prior-
ity, a higher AI or STI score than 0.5 will be required.

Actual intelligibility varies above and below intelligibility estimated 
from objective measurements, reflecting individual differences in talking 
and listening skills, and also differences in the level of motivation among 
listeners. Selective attention and other higher-order perceptual processes 
affect individual test results. All objective speech intelligibility calculation 
and measurement procedures apply to ideal or standardised test conditions, 
which may not be representative of actual conditions.

Further uncertainties arise because real speech is far more complex than 
the one-third octave frequency bandwidths represented by the AI proce-
dure or by the cosine amplitude-modulated one-third octave bands of ran-
dom noise included in the STI procedure. Real speech comprises a sequence 
of separate phonemes, each of which is made up from a series of harmoni-
cally related voiced frequencies generated by the vocal cords, together with 
mostly higher-frequency broadband components generated by turbulent 
airflows through constrictions in the vocal tract. The overall speech fre-
quency spectrum is then filtered through variable formant frequency bands 
generated by changing the articulation of the vocal tract. Transitions and 
silences between consecutive phonemes can be important for meaning. 
One-third octave-band spectrum methods such as AI and STI ignore the 
periodic and harmonic nature of typical vowel sounds, which contribute a 
large part of the intelligibility of normal running speech. The fundamental 
and harmonic frequency components in vowel sounds are controlled by 
the airflow through, and muscular tension in, the vocal cords, and can be 
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heard as voice pitch, as in singing. Changes in voice pitch contribute infor-
mation about the emotional state of the talker, in addition to the semantic 
content contributed by word and sentence intelligibility.

To summarise, objective procedures such as AI/SII and STI can be more 
useful for comparing the relative intelligibility capabilities between generi-
cally similar speech communications systems than for absolute assess-
ments of overall performance where any significant degree of precision is 
required. The only way to determine actual speech intelligibility is to carry 
out behavioural measurements using real talkers and real listeners, and 
even then the results will vary depending on the actual talkers, listeners, 
word lists or sentence materials and test procedures used. Real speech using 
running sentences has considerable redundancy, which allows listeners to 
achieve relatively high intelligibility even where there are significant mask-
ing or distortion effects.

6.4.5 Activity disturbance and personal preference

It is well known that excessive noise can interfere with or disturb wanted 
activities such as rest and relaxation, private study or concentration on 
important tasks such as desk work. However, the amount of interference or 
disturbance can also be highly dependent on the sensitivities and sensibili-
ties of the individuals concerned. Some people can ignore distracting noise 
to a much greater extent than others. Motivation can be strongly influ-
enced by penalties and rewards. Because there are so many other factors 
involved, there are no reliable methods for predicting activity disturbance 
based on objective sound levels alone, except for specific listening tasks 
which depend on good speech intelligibility, in which case AI-type indica-
tors may suffice.

In recent years, there has been a considerable amount of interest in the 
adverse effects of noise in the classroom. Excessive noise break-in from 
external sources such as aircraft, road traffic and industrial or commercial 
sources can interfere with speech and music in the classroom, and vari-
ous authorities have been concerned about the extent to which this might 
affect academic progress. The recent European road-traffic and aircraft-
noise exposure and children’s cognition and health (RANCH) study 
(Stansfeld et al. 2005) found statistically significant associations between 
aircraft noise measured outside schools and reading comprehension and 
recognition memory, based on pooled analysis from survey data collected 
in three European countries. Higher external-noise sound levels (mainly 
road traffic) have also been associated with poorer performance on stan-
dardised assessment scores in primary-school children in London (Shield 
and Dockrell 2008). However, academic progress can also be affected by 
many other factors, and it is not yet clear to what extent these findings 
actually demonstrate cause and effect. It is difficult or impossible to control 
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for all possible confounding variables such as differences in socioeconomic 
class and language spoken at home between different schools in different 
areas, or for exposure to other noise sources when not at school.

A number of different mechanisms have been proposed which could 
potentially explain the observed effects of external noise break-in on child 
development and attainment. External noise break-in can directly interfere 
with speech communications, and while this kind of disruption can be over-
come by increased vocal effort or repeating sentences, it could nevertheless 
interfere with concentration and attention or reduce motivation. Complex 
tasks requiring high cognitive demands, as opposed to simple repetitive 
tasks, tend to be the most affected by environmental stressors such as noise, 
and it is possible that some children could be particularly sensitive to noise 
interference at key development stages. On the other hand, it is not known 
to what extent delayed development at key development stages can be recov-
ered subsequently. Different children develop at different rates. The current 
WHO guidelines (WHO 2000) suggests that children and elderly people 
should be treated as ‘vulnerable’ groups, according to the assumption that 
both groups are more susceptible to adverse effects of noise, although the 
evidence to support this suggestion seems to be lacking.

In more general terms, people differ in their preferences for either com-
plete silence or some form of masking noise or music which might pre-
vent otherwise distracting noise from being heard. Depending on sound 
quality, a certain amount of noise can contribute to arousal and help to 
maintain alertness, whereas too much noise can be distracting. Feeling 
annoyed by the presence of what is assumed to be unnecessary or avoid-
able noise is unlikely to assist concentration, particularly on difficult tasks. 
The provision of artificial background noise in open-plan offices provides 
an interesting example. Depending on the type of work being done and 
the motivation of the people doing the work, introducing controlled back-
ground noise in open-plan offices at an appropriate level can increase per-
formance. The secret is to provide just enough controlled background noise 
to mask distracting intrusions and maintain speech privacy without the 
controlled background noise becoming objectionable in itself. Most people 
have heard background music in public places such as railway stations and 
shopping malls. It is only ever provided because management perceive it to 
be beneficial in terms of sales or efficiency. The provision of military band-
style music during the morning rush hour at railway stations can assist in 
encouraging people to disperse rapidly, while more restful music at less 
busy periods or in airport departure lounges can help to calm people who 
might otherwise find the experience stressful. Different types of music at 
the supermarket checkout can have significant effects on customer behav-
iour, but the effects are variable depending on individual personality and 
preference. If people were all the same, then they would all like to listen to 
the same things, which is clearly not the case.
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The fashion industry is particularly sensitive to the type of music repro-
duced over public-address systems inside shops and shopping malls, and 
controlled experiments in these areas are rarely reported because of com-
mercial sensitivity. Service companies provide online recorded music pro-
grammes tailored to specific markets. In addition to music-on-demand 
services for domestic consumers, they also provide specific programmes for 
different types of retail outlets based on market research. Retail manage-
ment buys into these services because of the effect they have on sales. The 
particular types of music programme reproduced in different stores are 
designed to appeal to the type of customers who are most likely to purchase 
the type of products sold in that store. Management can immediately tell 
if the selected music is commercially beneficial or harmful because of the 
effect on sales. It is, of course, impossible to predict the likely effects of 
different types of music on sales turnover just by measuring the LAeq sound 
level. Personal preference is not an engineering quantity, and there is hardly 
any relationship between observed effects and measured sound levels in 
this area.

6.4.6 Sleep disturbance

Sleep disturbance is interesting, because everyone knows that noise can 
disturb sleep, but nobody really understands what sleep is actually for. The 
most important effect of loss of sleep from any cause seems to be increased 
sleepiness the next day. Anything that increases the risk of falling asleep 
while engaged in safety-critical tasks such as long-distance lorry driving is 
obviously dangerous. However, if the person has not actually fallen asleep, 
task performance also depends on application and motivation and can be 
relatively unaffected. Anything that interferes with normal sleep patterns 
can be very annoying, and may cause people to believe that their perfor-
mance or mood the next day has been adversely affected, even if there 
is no objective evidence of any adverse effect. Disturbed sleep during one 
night can be compensated for by more time spent in deep sleep on follow-
ing nights, and most people habituate to familiar sounds such as regular 
railway-train pass-bys to some considerable extent. Most people are more 
sensitive to noise while sleeping in an experimental laboratory situation 
than in their own homes, especially on the first night.

Most people sleep for around 7–8 h every night, although there is consid-
erable variation above and below the average. Normal sleep passes through 
successive stages from light sleep to deep sleep and back to light sleep again 
in approximately 90 min cycles. People are least sensitive to external stim-
uli when in deep sleep, which can be identified from different brainwave 
patterns recorded via electroencephalogram (EEG) electrodes placed on 
the scalp. When a person is awake, EEG records tend to be random and 
irregular. EEG records become more regular with increasingly identifiable 
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low-frequency wave patterns with increasing depth of either relaxation or 
sleep. There is normally a short awakening period between each sleep cycle 
which is not usually remembered the next day unless something interesting 
was happening at the time. Short periods of REM (rapid eye movement) 
sleep associated with dreaming are also most likely to occur in between 
the separate sleep cycles. The proportion of time spent in deep (slow-wave) 
sleep decreases with successive sleep cycles, while the proportion of time 
spent in REM (dreaming) sleep increases. Loss of sleep on previous nights 
is generally compensated for by an increased proportion of time spent in 
deep sleep on subsequent nights.

The peripheral auditory system remains active during sleep, but higher-
level cognitive processing systems shut down unless an incoming signal is 
sufficiently intense or unexpected to require cognitive attention. Sensitivity 
varies depending on sleep stage and the number of sleep cycles which have 
already been completed at that time. Neural response to transient sound 
can lead to partial or complete arousal depending on the sound level and 
character of the sound. Transient arousals identified from changes in EEG 
records, other physiological measurements (heart rate, blood pressure, 
endocrine responses, etc.), changes in posture or other movements do not 
necessarily lead to behavioural awakening, although they may increase the 
probability that another sound following soon after causes behavioural 
awakening.

Habituation to familiar or expected sounds reduces the probability of 
behavioural awakening without necessarily reducing the prevalence of 
transient arousals. Scientific opinion is divided about the possible effects 
of transient arousals which do not progress to behavioural awakening. 
Transient arousals could be considered simply as indicators of normal bio-
logical function.

Babisch (2006) observed an increased risk of cardiovascular disease in 
people living in areas with high road-traffic noise sound levels, and specu-
lated that the increased risk could have been associated with an increased 
prevalence of transient arousal while asleep. Repeated transient arousal 
leads to increased blood concentrations of cortisol and adrenaline hor-
mones, the so-called stress hormones. The main function of these hormones 
is to facilitate action in response to an opportunity or threat. If there is no 
action because the person is asleep and has not actually been awakened, 
the stress hormones might still (in theory) have some effect on metabolic 
homeostasis (European Environment Agency 2010) and thereby contribute 
to an increased risk of cardiovascular disease over the longer term.

The current WHO guideline values (WHO 2000) for sleep disturbance 
at 30 dB LAeq and 45 dB LASmax are mostly based on laboratory data, which 
consistently shows transient arousals associated with noise events (and not 
necessarily leading to behavioural awakening) at quite modest sound lev-
els down to around 40–50 dB LASmax measured indoors. The most recent 
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WHO Europe night noise guidelines document (WHO 2009) proposes 
even lower guideline values, based on recent field data showing small 
increases in the probability of transient awakening associated with aircraft-
noise events (measured using EEG records) down to around 35 dB LASmax 
measured indoors. However, the most recent large-scale field study of air-
craft noise and sleep (Jones and Rhodes 2013) carried out in residential 
areas around Heathrow, Gatwick, Manchester and Stansted airports in 
the United Kingdom found that disturbance measured by using wrist-worn 
actimeters was minimal where outdoor aircraft-event sound levels were 
below 80 dB LASmax. The probability of the average person being awak-
ened at higher aircraft-event sound levels up to 95  dB LASmax measured 
outdoors was only about 1 in 75. A subsequent small-scale field and labora-
tory combined-methodology trial study (Robertson et al. 1999) using EEG 
recordings found similar results. Taking into account the typical sound-
level difference between outdoors and indoors for average British houses of 
around 15 dB with the bedroom windows open for ventilation and around 
25 dB with the bedroom windows closed, the current WHO guideline val-
ues appear to be somewhat conservative.

Which data should be relied on for assessment and regulation purposes? 
There is no clear-cut answer to this question. In the United Kingdom, 
Department of Transport policy on night-time aircraft noise continues to 
be informed by the Ollerhead et al. (1992) study. Airport noise objectors 
would probably prefer policy to be based on the WHO guidelines. One 
of the main difficulties here is that most kinds of transient arousals and 
other sleep disturbances associated with noise events also occur naturally 
throughout the night anyway, even if there is no noise at all. Even transient 
arousals or other sleep disturbances occurring at the same time as a noise 
event may have been about to happen anyway. A person who claims to have 
been woken up by an early-morning aircraft-noise event cannot be cer-
tain that it was actually the aircraft-noise event complained of that caused 
them to be woken. On the other hand, if there is a statistically significant 
increase in the overall amount of sleep disturbance in noisy areas compared 
with quiet areas, then this would be good evidence in support of an effect.

Policymakers tend to be influenced by public perceptions, individual 
complaints and community action unless there is scientific evidence to per-
suade them otherwise. The available evidence suggests that, while most 
people habituate to noise at night to a much greater extent than claimed by 
community action groups, there may also be a small minority who are per-
sistently disturbed and may even be suffering from long-term health con-
sequences as a result. Not surprisingly, not many people are very good at 
reporting what happened while they were asleep. It is very easy to misiden-
tify the actual cause of any wakening event, particularly if the offending 
road vehicle or aircraft has moved on by the time the sleeper is sufficiently 
awake to try to work out what happened.
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How can we best summarise what is known about noise and sleep distur-
bance? Sounds which cannot actually be heard because of masking by other 
sounds cannot disturb sleep, although it is possible that some other sensory 
input, such as car headlights shining into the bedroom, could be the actual 
cause of disturbance which might later be wrongly attributed to the noise 
made by the car. However, any sound which is audible to a person who is 
awake can potentially disturb sleep to an extent determined by the char-
acter of the sound, its relative prominence and onset rate compared with 
the background-noise sound level, and the unexpectedness or familiarity 
of the sound. Any audible sound can contribute to an observable transient 
arousal. Transient arousals may or may not lead to behavioural awakening, 
depending on the changing sensitivity of the person during different stages 
of the sleep cycle and the extent to which the sound can be recognised by 
subconscious processing as being of no interest without requiring cognitive 
appraisal, which can only be performed if the person is awake. Because of 
the number of variables involved it is almost impossible to predict whether 
any particular sound will actually wake a person up or not, except if the 
sound is very loud or particularly strident. This is the principle adopted for 
hotel fire alarms, which are required, according to a completely different 
concept from the WHO night noise guidelines, to have a minimum sound 
level of 75 dB LAFmax, measured at the bedhead (BSI 2013), to have a reason-
able probability of waking hotel guests.

6.4.7 Annoyance

By far the greatest amount of effort and resource expended on noise control 
and noise management is directed towards the reduction of noise annoy-
ance. Somewhat curiously, noise annoyance is also the least well defined 
out of all possible adverse effects of noise. This is probably because there 
are no direct physical or physiological correlates of noise annoyance, so 
there are no possibilities of absolute calibration. As a subjective concept, 
noise annoyance is fundamentally intangible. Most people have a generic 
understanding of the concept, but there are large individual differences 
between different people in different situations. Actual annoyance (what-
ever that is) probably varies, and so also does different people’s understand-
ing of what the word really means. This is one of the main reasons why 
noise assessment and regulation is usually based on sound levels measured 
or calculated according to objective procedures rather than on subjective 
opinions, which can always be challenged on the basis of alleged or actual 
individual bias. Noise makers can usually estimate the engineering and 
financial costs and inconvenience of noise control and noise management 
action, whereas noise sufferers cannot quantify the reduction in annoyance 
likely to be achieved by noise control and noise management action in any 
comparable way.
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The prevalence of noise annoyance can be measured by the numbers of 
noise complaints in any particular area. For example, most major airports 
record and tabulate noise complaints which are often about specific noise 
events, but can also be more general in nature or about other topics such as 
track keeping and air pollution. Not all complaints can be related back to the 
specific events complained of; for example, air traffic control radar records 
might show there were no aircraft flying in a particular area at the time of the 
complaint. Any sudden increase or decrease in the overall numbers of com-
plaints could be associated with some actual change in operations, or alter-
natively with a change in awareness resulting from proposed developments 
or media attention. Complaint statistics can provide an indication of possible 
changes in the general attitudes of the population towards the organisation 
or facility receiving the complaints. However, the attitudes and opinions of 
the majority of the population who do not register complaints are often more 
interesting and could be as, or more, relevant for policy. People who do not 
complain may have nothing to complain about; or they could be annoyed but 
do not know how to complain or be concerned about possible victimisation, 
or they may simply feel it would be a waste of time. Sometimes people may 
be annoyed but are sufficiently reassured by the knowledge or belief that the 
noise maker has treated them fairly and is prepared to take complaints seri-
ously that they are happy to accept the situation without actually complain-
ing. This is the concept of perceived fairness, whereby people can be more 
inclined to accept a limited amount of disturbance and annoyance if they 
consider that preventive action has been commensurate and reasonable and 
that any residual disturbance is unavoidable.

Reported annoyance measured using standardised questionnaires admin-
istered to statistically representative samples of the population is assumed 
to be representative of underlying actual annoyance, whatever that might 
mean to the individuals concerned. Reported annoyance is a record of a 
person’s objectively observable behaviour when responding to or complet-
ing a questionnaire. In cross-sectional studies, the effects of subjective bias 
can be controlled, at least to some extent, by averaging reported annoyance 
across statistically representative samples of survey respondents exposed to 
noise in different and objectively measurable ways, and by standardising 
the procedures according to the specification set out by an ISO committee 
established for that purpose.

The relevant ISO recommendation (ISO 2003) defines noise annoyance 
as ‘a person’s individual adverse reaction to noise’. The definition in the 
standard is amplified by two notes as follows: ‘NOTE 1 The reaction may 
be referred to in various ways, including for example dissatisfaction, bother, 
annoyance, and disturbance due to noise; NOTE 2 Community annoyance 
is the prevalence rate of this individual reaction in a community, as mea-
sured by the responses to questions specified in clause 5 and expressed in 
appropriate statistical terms.’
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The standard specifies two alternative direct questions which should be 
presented towards the beginning of any questionnaire to avoid bias from 
questions on other or more detailed topics which could then be presented 
later.

Verbal scale

Thinking about the last (… 12 months or so …) when you are here at 
home, how much does noise from (… noise source …) bother, disturb, 
or annoy you:

Not at all Slightly Moderately Very Extremely (annoyed)

Numerical scale

Next is a zero to ten opinion scale for how much (… source …) noise 
bothers, disturbs or annoys you when you are here at home. If you are 
not annoyed at all choose zero, if you are extremely annoyed choose 
ten, if you are somewhere in between, choose a number between zero 
and ten.

Thinking about the last (… 12 months or so …) what number from 
zero to ten best shows how much you are bothered, disturbed, or 
annoyed by (… source …) noise:

Not at all annoyed 0  1  2  3  4  5  6  7  8  9  10 Extremely annoyed

The ISO committee was unable to agree on a single recommendation 
for either the verbal or the numeric scale and therefore offered both. The 
adjectives on the 5-point verbal scale were selected as being the most evenly 
spaced from ‘not at all’ to ‘extremely’, based on psycholinguistic testing. 
The main criticism of the 5-point verbal scale was that it does not allow 
finer discriminations between the scale points, so the 11-point numeric 
scale was offered as an alternative. However, statistical comparisons of 
the 11-point numeric scale against the 5-point numeric scale showed that 
the extra scale points in the numeric scale merely increase the variance 
without having much effect on statistical precision. The 11-point numeric 
scale is most useful for laboratory-type tests where listeners are asked to 
rate a series of different sounds, one after the other, in repeated measures 
experimental designs. For single one-off judgements of the sound outside a 
respondent’s house, the 5-point verbal scale seems to be perfectly adequate 
and is generally easier to explain.

The ISO standard annoyance scale avoids the problem of not being able 
to define annoyance in any precise way by instead specifying the way in 
which it should be measured. Changing the wording of the questionnaire or 
changing the way in which the questionnaire is administered could change 
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the results, but this uncertainty is avoided if the standard format for the 
questionnaire is always used in the same way. The ISO standard encour-
ages further questionnaire items to investigate any specific issues in more 
depth, but only after the standard annoyance scale has been dealt with first 
to avoid bias.

The WHO defines health as ‘a state of complete physical, mental and 
social well-being and not merely an absence of disease or infirmity’. Most 
people in the United Kingdom would not normally consider noise annoy-
ance to be a health effect as such, but reported annoyance reflects (or is 
assumed to reflect) a degree of adverse reaction in terms of perceived ‘physi-
cal, mental, and social well-being’ as defined in the WHO constitution. 
This means that, according to the WHO, reported annoyance measured 
using the ISO standard annoyance scale can be considered as a legitimate 
health effect. The seemingly unlikely but nevertheless theoretical possibil-
ity that nonhabituated physiological response to noise while asleep or oth-
erwise unaware could lead to potentially harmful long-term consequences 
was discussed in Section 6.4.6. A more plausible consideration is that high 
concentrations of stress hormones could arise simply from a person’s con-
tinuing frustration and perceived lack of control to be able to do anything 
about their situation – and that these high concentrations could lead to 
more serious adverse health consequences over the longer term. For any 
individuals for whom this is the case, any measure which reduces annoy-
ance would also reduce associated stress and any subsequent adverse health 
consequences. For the reduction of any direct effects, any action which 
reduces physical exposure could be effective. However, for the reduction of 
annoyance/stress-related effects, psychologically-based methods which do 
not necessarily involve any actual reduction in physical sound levels could 
nevertheless be equally or more effective.

What does noise annoyance really mean? In open-ended qualitative inter-
views, many respondents in areas where a majority report relatively high 
levels of aircraft-noise annoyance in standardised questionnaire surveys 
admit to having ‘mostly got used to’ the noise. The most straightforward 
explanation for this apparent inconsistency is that when reporting high 
annoyance in a standardised questionnaire, the respondent is expressing an 
opinion about the local noise environment, which, even if that respondent 
has personally adapted to it to at least some extent, does not necessar-
ily mean that the reported annoyance should be ignored by policymakers. 
Most residents around airports (or near main roads or other noise sources) 
appreciate a range of both advantages and disadvantages of continuing to 
live where they do, and noise is usually only one of several disadvantages. It 
is perfectly reasonable for individual residents to describe the noise as very 
or extremely annoying (perhaps on a Sunday afternoon when they have 
friends round for an outdoor barbecue) but nevertheless acceptable within 
the overall balance of advantages and disadvantages of the place where 
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they live. In the past, some research studies have attempted to conceal these 
inconsistencies by not disclosing the true purpose of the questionnaire until 
the last possible moment. In this way, they attempted to discover if respon-
dents would mention aircraft noise as a disadvantage of living where they 
do without having been prompted by being told the true purpose of the 
research. Quite apart from the ethical issue of requiring informed consent 
before taking part in any research of this type, it is not obvious that this 
approach would have acquired data of any more use for informing policy. 
If people report that they are annoyed or even very or extremely annoyed 
by aircraft noise but not (separately) to the extent that it is unacceptable 
in terms of their everyday lives, then that should be of interest for policy.

Most surveys have shown a general tendency for average reported annoy-
ance to be higher in higher-noise areas, and researchers have attempted to 
combine the various results to obtain aggregated and possibly more gener-
ally applicable noise dose–annoyance response relationships (Fidell 2003; 
European Commission 2000). In the past, researchers generally preferred 
to devise their own questionnaire wording and experimental designs, either 
to test particular hypotheses or simply because they did not particularly 
agree with other researchers’ designs. The resulting diversity created partic-
ular difficulties for subsequent researchers attempting to combine different 
databases in the expectation of finding underlying trends not observable 
in individual studies because of sample size limitations. Even if exactly the 
same questionnaire wording has been used in different studies, this does not 
necessarily mean that the questionnaire responses are directly comparable, 
because there could have been other material differences in design and pro-
cedure. If different questionnaire wordings were used, the data becomes 
even less comparable. Meta-analysis of combined data sets is only feasible 
by making various normalising assumptions to enforce comparability of 
the data. Unfortunately, the only way to devise appropriate normalising 
assumptions is to assume underlying consistency between the different data 
sets. The normalising assumptions then become self-justifying. It is equally 
plausible that there is no a priori reason to expect consistency between 
different surveys, and that observed differences in noise dose–annoyance 
response relationships between different surveys represent normal and 
understandable diversity (Fidell et al. 2011).

In summary, it seems that the main causal factors responsible for 
reported noise annoyance can be divided into three main categories, in 
order of importance as follows:

 1. The sounds themselves (this is not necessarily the same thing as a 
sound level attributed to the sound)

 2. The psychological orientation of the listener towards the sound within 
the context in which it is heard

 3. A large and essentially unpredictable or random component
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Administrators and regulators may be able to devise and assess pol-
icy which can reduce the noisiness or potential to cause annoyance of 
objectionable or complained-of sounds, either by reducing sound levels 
measured according to established acoustic metrics, or by improving the 
sound character or sound quality. Whichever method is the most cost-
effective should be used, but it should be noted that cost-effectiveness is 
difficult to assess in this area because of a lack of directly comparable 
metrics.

Alternatively, administrators and regulators may be able to devise and 
assess policy which addresses the psychological orientation of listeners 
towards objectionable or complained-of sounds. Methods which address 
psychological orientation can be as or more effective in reducing reported 
annoyance as methods addressed to physical or objectively measurable 
noise reduction. However, it seems unlikely that methods based solely on 
information exchange and good public relations would have any long-term 
effect unless they are also accompanied by physical measures that respon-
dents can actually see and hear.

It is unlikely that administrators and regulators will ever be able to 
do anything about the unpredictable or random components of reported 
annoyance. There are many types of sound which some people enjoy and 
others hate, and this is often completely unpredictable. Exactly the same 
sound can be enjoyable one day and annoying the next, depending on what-
ever else is going on at the time. There would seem to be little or no point 
in trying to predict the unpredictable.
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